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ARTICLE INFO ABSTRACT

Keywords: Duplex phase microstructure was produced by friction stir processing (FSP) in two steel plates of low and me-
Duplex phase dium carbon wt.%. FSP at the same rotational and traverse velocity resulted in two different combinations of
FSP

micro constituent phases. For processed low carbon steel (PLCS), it is the combination of 65.9% Ferrite, 9.6%
Bainite, and 23% Martensite and for processed medium carbon steel (PMCS), it is 21.7% Ferrite and 74.3%
Martensite. Microstructure and X-ray diffraction analyses confirm the presence of Retained austenite in both
cases. In addition, it reveals the effect of carbon wt.% of base material on martensitic transformation in the form
of lath size, volume fraction, and strength of Martensite. Further, the tensile response (yield strength) is found to
be in good agreement with rule of mixture for PLCS only. However, by fixing the volume fraction of Martensite
(fm) to 0.60 and neglecting the adverse effect of excess fraction of Martensite, contribution of micro constituent
phases to yield strength satisfies the rule of mixture for PMCS too. Finally, yield strength contribution of different
constituent phases is 43.5% by Ferrite, 29.4% by Bainite, and 31.2% by Martensite including an negligible error
of 0.43% for PLCS, while it is 9.8% by Ferrite and 96.8% by Martensite including an error of 6.6% for PMCS.

Rule of mixture

Dynamic recrystallization
TRIP effect

Liiders band

1. Introduction

Low (0.08 wt.%) and medium (0.6 wt.%) carbon steels are consid-
ered vital structural materials due to their decent mechanical properties,
corrosion, and wear resistance, and are widely applied in many in-
dustries Imam et al. [1]. These steels are widely used in industries to
make forged and automotive components. It is because low and medium
carbon steels are easily deformable due to their greater ductility as
compared to high carbon steels. The steels with ultrafine-grained (UFG)
microstructure produced by the severe plastic deformation (SPD) tech-
nique possesses superior mechanical properties Song et al. [2]. Friction
stir processing (FSP) is one of the SPD techniques, developed on the lines
of friction stir welding (FSW) requires lesser heat input, and produces
steel samples with excellent mechanical properties and controlled
microstructure. Today, with the progress of tool materials, almost all
types of steel have been selected by the researchers to carry out FSP
experiments [1,3-6]. FSP has emerged as one of the economical tech-
niques in comparison to other conventional techniques that use addi-
tional alloying to enhance the mechanical properties of the steel.
Aldajah et al. [7] considered 1080 carbon steel to improve tribological
performance by carrying out FSP. Results revealed that FSP decreases
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the coefficient of friction by 25% and wear rate by 4 times under
lubrication conditions, thereby considerably improving the tribological
properties. Hajian et al. [8] investigated microstructure as well as me-
chanical properties of AISI 316 L SS by performing FSP experiments.
They concluded that elongation decreases whereas strength increases
after performing FSP. The hardness of the friction stir zone increased due
to grain refinement. Anshari et al. [9] studied strain hardening behav-
iour of FSPed EN8 medium carbon steel, which acts as a key element
during the selection of stretching direction. Finally, they observed that
texture has no effect on the strain hardening behaviour and suggested
that the stretching direction of the blank must coincide with the longi-
tudinal or along FSPed direction. Li et al. [10] considered reduced
activation ferritic/martensitic steel to study the influence of FSP under
various rotational speeds on microstructure, mechanical properties, and
strain hardening performance. Their results conveyed that FSPed sam-
ples exhibit good strength and ductility at 150 rpm and 200 rpm
respectively. Moreover, the strain hardening performance and the strain
hardening exponent decrease with increasing rotational speed. On the
other hand, Noh et al. [11] recommended that by applying FSP, the
effect of anisotropy may be suppressed and the variation of nano-oxide
particles diffusion analysis may be reduced in the case of oxide
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dispersion strengthened steel. Beladi et al. [12] reported the evolution of
microstructure having constituents of fine ferrite grains and
low-temperature bainite in a low-carbon steel with a modest harden-
ability as a result of heat treatment process. The microstructure offered a
good combination of ultimate tensle strength and ductility which can be
associated with presence of ductile fine ferrite grains and hard
low-temperature bainitic laths with fine films of retained austenite. Lan
et al. [12] examined the variation of microstructure in a low carbon
bainitic steel welded joint and concluded that weldment consists of
acicular, granular as well as fine polygonal Ferrite microstructures.
Javaheri et al. [13] studied the bending properties of medium carbon
steel under hot rolled conditions followed by quenching. They observed
no major changes in texture after bending. Quenched sample at 560 °C
resulted in high ductility to fracture and strain hardening capacity,
which led to the use of a smaller punch radius when compared to
quenched sample at 420 °C. Fan et al. [14] evaluated the mechanical
properties of acicular Ferrite (AF) as well as Martensite/Austenite steel
at different cooling rates. Results revealed that due to AF grain refine-
ment as well as an increase in dislocation density increases yield
strength (YS), and yield strength (YS)-Acicular ferrite (AF) grain size
follows the Hall-Petch relationship. Likewise, as the yield ratio increases
work hardening behaviour decreases because of an increase in the
cooling rate leading to microstructural growth. Dhua et al. [15] devel-
oped fine grained microstructure in low carbon bainitic steel with the
help of hot rolling and air cooling methods. They observed that the
developed steel shows high YS, ultimate tensile strength (UTS), and
toughness respectively. Aktarer et al. [16] considered DP 600 steel to
study the effect of FSP on the microstructure and mechanical properties.
They concluded that FSF has produced a refined microstructure that
comprises Ferrite, Bainite, Martensite as well as tempered Martensite
that in turn increases strength as well as hardness by 1.5 times when
compared to the parent material. J. Hu et al. [17] involved low carbon
steel treated by warm rolling to obtain refined microstructure. Results
predicted an amalgamation of high strength-elongation with good
formability. Further, observed that strain hardening and formability
increase due to a decrease in yield ratio. Since mechanical response of
materials are solely dependant of microstructure. In case of steels, the
mechanical properties vary over a range with the variation of soft and
harder phases since the different phases (Ferrite, Bainite, Martensite,
etc.) or the combination of phases produce different effects under
loading condition.

The current study is all about the phases developed in the low and
medium carbon steels at the same processing conditions, and the study
of contributing effects of phases to the overall yield strength of the
processed materials. It is because of there is a complete lack of study on
the percent contribution of micro constituent phases to the yield
strength after friction stir processing. In this study low and medium
carbon steels are taken as the research objects because of its extensive
industrial applications and ease of processing by FSP technique.

2. Experimental procedures

In this study, two plates of 2 mm thickness made of low and medium
carbon steels were used. The chemical composition of steels are shown
in Tables 1 and 2, respectively. Each plate was processed by friction stir
processing (FSP) technique at a rotational spindle speed of 500 RPM and
tool traverse speed of 80 mm/min [9] as shown in Table 3. The pro-
cessing was done with a tungsten-carbide (WC) tool of 1.6 mm
pin-length, 4 mm pin-diameter, and 12 mm tool shoulder diameter on a
high strength friction stir welding machine (Model: FSW 50-500 CNC).

Table 1
Chemical composition of low carbon steel (LCS).

Element C Mn Si S P Fe

% age 0.09 1.650 0.950 0.18 0.012 Rest
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Table 2
Chemical composition of medium carbon steel (MCS).
Element C Mn Si S P Fe
% age 0.40 0.80 0.25 0.05 0.05 Rest
Table 3

The friction stir processing parameters and the microstructural evolution.

Material ~ Rotational Welding The volume The average grain
speed (rpm) speed (mm/ fraction of size of the soft
min) phases in SZ ferrite phase in SZ
(%) (pm)
PMCS 500 80 21.7 (F), 78.3 6.7 (F)
(74.1 M+4.2
RA)
PLCS 500 80 65.9 (F), 34.1 8.1 (F)
(23 M+1.5
RA+9.6 B)

During processing, an infrared (IR) camera was used for recording
thermal history. After successful FSP, micro and Nano-level constituents
in the metal matrix of the processed zone was analysed through
microstructural characterization techniques such as (i) Scanning elec-
tron microscopy (SEM), (ii) Electron backscattered diffraction spec-
troscopy (EBSD), (iii) X-ray diffraction, (iv) Transmission electron
microscopy (TEM), and (v) Selected area electron diffraction (SAED). To
study the mechanical behaviour of bulk material tensile tests were
conducted. Samples for analyses were cut from the processed zone using
a Wire-cut EDM machine. For SEM analysis, samples were polished with
different grades of emery papers (600 —2000 grit size) followed by
mirror polishing using diamond paste (3 y, 1 y, and 0.25 u abrasive size),
to obtain a smooth and scratch-free surface.

Finally, samples were etched with 3% Nital (3% Nitric acid + 97%
Ethanol) solution for 20 s, to reveal the microstructure. For EBSD
analysis to study the fraction of phases of microstructure, colloidal so-
lutions of 0.04 ym and 0.02 um size of silica colloidal particles were
applied to obtain mirror-polished surface. The SEM analysis was con-
ducted on Fe-SEM Gemini-500 machine at 15 kV. For TEM analysis, the
samples were prepared using the Ion-milling technique to achieve
electron transparent thickness (<200 nm). To confirm micro constituent
phases, SAED was conducted on the same TEM machine (JEM - 2100
HRTEM). To observe peak positions and the peak shift resulting from
FSP for the confirmation of phases in the processed materials, XRD
analysis was carried out at and scan rate of 3°/min in the 20 (2-Theta)
range of 40°-120° on the XRD machine (BRUKER, AXS D8 Quest System).
For tensile testing, samples were cut along the transverse direction of the
processed zone with 5 mm gauge length, 1 mm width, and 1.5 mm
thickness (from the top). The tensile sample dimensions were decided
based on literatures [9,18]. A 25 kKN micro-UTM Nano-Biss machine was
used for tensile testing at a crosshead velocity of 0.02 mm/sec. To
observe the repeatability of results, three samples for each case were
tested.

3. Results and discussions
3.1. Microstructural analysis

The friction stir processing has influenced the microstructure of the
parent materials through thermo-mechanical effect i.e. hot deformation
and recrystallization because of the stirring mechanism. The schematic
of FSP is shown in Fig. 1a. The stir zone/processed zone can be clearly
seen in the optical micrographs as shown in Fig. 1(c and d) for PMCS and
PLCS respectively where very much refined microstructure can be
observed as compared to the base material. Fig. 1b shows the schematic
of different processing zones i.e. stir zone (SZ), thermo-mechanical
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Fig. 1. (a) Schematic of FSP, (b) Schematic of processing zones, (c, d) Optical micrographs of cross sections of PMCS and PLCS, respectively.

affected zone (TMAZ), and Heat affected zone (HAZ) where different
grain structures form in different zones in accordance with the effect of
stirring and temperature distribution. The study of micro-constituents
confirms that the processing temperature is likely to be in the temper-
ature range of phase transformation from ferrite-pearlite to austenite
and recrystallization temperatures. As received material consists of
Ferrite and pearlite structures as presented in Figs. 2a and 3a, which are
formed at a very slow cooling after the austenite temperature zone [19,
20].

Fig. 2 presents SEM images of processed/stir zone of MCS. Fig. 2a
shows cementite (Fe3C) lamella with ferrite producing pearlite structure
in base material. The Ferrite grain size of base material is measured to be
12 um, which is further refined to 6.7 um by FSP. The grain size was
calculated by planimetric method using ImageJ software. After FSP, the
processed zones as shown in Fig. 2(b-d) are observed to have emerged
surfaces composed of needle-like structure known as martensite. This

"(a)

type of structure is resulted from rapid cooling of steels [21]. Rapid
cooling from austenite temperature to room temperature limits the time
to insufficient for the diffusion of carbon atoms in the soft ferrite matrix.
Apart from this, a small amount of Retained austenite is also present in
the microstructure as presented in Fig. 2(b—d). The existence of Retained
austenite might be due to the incomplete transformation of austenite
into Martensite during cooling.

Fig. 3 presents LCS microstructure before and after friction stir
processing. In Fig. 3a, It consists of a combination of Ferrite and pearlite
of an average grain size of 20 um. However, microstructure is trans-
formed into a combination of Ferrite, Bainite, and Martensite after FSP.
It is noteworthy that the microstructure is dominated by 65.9% Ferrite
by volume. It is also observed that the microstructure consists of 24.5%
Martensite and 9.6% Bainite, and carbide particles. In comparison with
PMCS, presence of Bainite phase is extra in PLCS. The Bainitic trans-
formation takes place at the cooling rate between pearlite and

Fig. 2. (a) The microstructure of base material (MCS), (b, ¢, d) The microstructure evolved after FSP (PMCS).
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Fig. 3. (a) The microstructure of base material (LCS), (b, ¢, d) The microstructure evolved after FSP (PLCS).

Martensite. Since air cooling was used, cooling rate may fall to 3.3°C/s
resulting in the transformation of granular Bainite phase in case of low
carbon steel, similarly reported by Guofang Liang and Kang et al. [22,
2.3]. The bainitic transformation in PLCS is in line with the report of Rees
and Bhadeshia [24] which expresses that the region of lower carbon
content produces nucleation sites for Bainite transformation. The phase
fraction was calculated from SEM micrographs by using Image-J soft-
ware and the same is presented in Table 3. The volume percentage of
Martensite and Ferrite in PMCS is found to be 74.1, and 21.7 respec-
tively with 4.2% Retained austenite present in the matrix while the
volume percentage of Ferrite, Martensite, and Bainite in PLCS is found to
be 65.9, 23, and 9.6 respectively with 1.5% Retained austenite.
Martensitic transformation and Retained austenite depend on the
Martensite start temperature (My). For low carbon steels, M; is higher
while it decreases with an increase in carbon percentage. The M; is
higher for the LCS which provides a wider range of temperature for
martensitic transformation during quenching, while it is lower for the
MCS. Depending upon the M, the morphology of Martensite and the
fraction of Retained austenite both differ in PLCS and PMCS. Higher M;
results in the almost complete transformation of Austenite into
Martensite, whereas lower M; results in the entrapment of Retained
austenite between the Martensite blocks [25]. This is the reason that the
presence of Retained austenite is a little in the case of PLCS while it is
significant in the case of PMCS.

In the case of steel, it is fact that the microstructural evolution is very
much sensitive to cooling rates. The cooling rates during FSP depends on
the peak temperature i.e. higher the processing temperature higher may
be cooling rate [26].Generally, the temperature does not exceed 1040°C
throughout the heat treatment process for steels assuming pressure
invariable. During FSP, material undergoes a rise in temperature due to
the frictional effect between work piece and tool. The frictional effect is
the function of processing parameters (rotational speed, transverse
speed, axial force, etc.). The increase in temperature follows parametric
correlation as shown in Eq. (1) [9].

)
T, vx104

Where T, denotes peak temperature, T,, - melting point temperature,
(K) and 5 - constants depending on material properties, @ - rotational
speed, and v - transverse velocity.

Proper selection of processing parameters ensures sufficient tem-
perature rise. The extent of temperature rise is very important for
microstructure evolution since it decides the degree of austenization.
The degree of austenization is the function of carbon. According to the

carbon concentration, the transformation occurs over various ranges of
temperature since increasing wt.% of carbon lowers the transformation
temperature. Based on pre-existing phases (o-Ferrite, Bainite,
y-austenite, cementite, and/or graphite) and temperature, different
microstructures (Pearlite, Bainite, and/or Martensite) are formed after
processing, similarly reported by Kang et al. [27].The presence of laths
of Martensite, and Retained austenite in MCS, and Bainite morphology
in LCS are clear indications of achieving processing temperature above
recrystallization point, i.e. above Al temperature-transformation line,
during FSP. From theoretical calculation, temperature rise in the stir
zone was observed to be around 900°C, which is in line with the
experimental value, recorded by IR camera as shown in Fig. 4(a and b).

Fig. 5 shows different constituents present in the SZ of PMCS
observed through transmission electron microscopy. The micro con-
stituents include laths of Martensite and carbides. The Martensite laths
of blocks are almost 200 nm wide with an average length of 2 ym. The
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Fig. 4. (a) Temperature recording by IR- camera, (b) The Time-Temperature
plot for a particular location in the friction stir processing zone/SZ.
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Fig. 5. TEM images showing (a) Laths of martensite and carbides, (b) SAED pattern to confirm the carbide, (c) Coarser carbide particles, and (d) Lomer-Cottrell types

of dislocations.

carbides are observed to be of different shapes like rod, circular type that
contributes to the strengthening. Fig. 5¢ shows coarser carbide particle.
The particle based on the corresponding SAED (refer to the insert in
Fig. 5c) pattern is identified as My3Ce carbide which is in good

agreement with the previous work as reported by Hou et al. [28]. The
evolution of such coarser carbide particles suggests occurrence of
continuous dynamic recrystallization (CDRX) in the temperature range
of 600-700 °C, similar observation in case of hot deformation of

. » 1711&1);,
- 2 R
‘““’/E( \)\(011)“
gL
v.&
- W,
s

Zone axis-[11T]

Fig. 6. (a, b, ¢) TEM images of processed low carbon steel (PLCS) showing morphologies evolved, (d) The SAED pattern confirming the bainite structure.
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Ferrite-pearlite material in the same temperature range was presented in
previous works [2,29]. The size of carbide particles is found to be around
50 - 100 nm in width and 500 nm in length throughout the metal matrix
and is mainly observed at the boundaries of laths of Martensite. The
SAED pattern as shown in Fig. 5b confirms the formation of M3C type of
carbide. Fig. 5d shows highly entangled Lomer-Cottrell (LC) types of
dislocations inside the grain.

Fig. 6 shows the laths of ferrite, Bainite, carbide particles in PLCS.
The ferritic laths are coarser with around 500 nm width, which is about
10 times larger than martensitic laths of PMCS. Lesser carbide particles
are observed in Fig. 6¢ as compared to PMCS. It is because of the
effective suppression of carbide formation due to the presence of silicon
and phosphorus [30]. Further, the presence of triple junctions is
observed in PLCS unlike PMCS and triple junctions are relatively loose
structures containing higher free volume compared to grain boundaries.
These type of junctions are formed during recrystallization process due
to locking phenomenon of three crystallization fronts at a junction [31].

XRD analysis as shown in Fig. 7 is the confirmation of presence of
BCC/BCT along with FCC phase structure. (110), (002), (121), (022) and
(031) are correspond to BCC (a and p) and/or BCT («’) phases while less
intense peaks (200), (220), (113) confirm the presence of FCC
(austenite) in both PLCS and PMCS. The intensity of peaks of FCC is low
which the indication of lower fraction of such phase.

3.2. Mechanical behaviour and the microstructure correlation

Fig. 8 represents the tensile behaviour of steel plates before and after
friction stir processing. It clearly distinguishes between strength and
ductility for both LCS and MCS. At same crosshead velocity, there is a
drastic change in the mechanical response of two steel plates of different
carbon percentage. After friction stir processing, strength increases as
compared to base materials for LCS and MCS both. Ductility also im-
proves in case of PLCS though it is adverse in case of PMCS. The yield
strength improves by 2.2 times base metal for PLCS while 1.8 times for
PMCS. The ultimate tensile strength also improves by 1.5 times for PLCS
and 2.1 times for PMCS. One important observation in case of PMCS is
multistage hardening, which is caused by the site transfer of stress
concentration from soft Ferrite to Martensite/Retained austenite and
finally during plastic deformation in the fully developed elastic and
elastoplastic region, similarly discussed by Anshari et al. [9].

After friction stir processing, the Liider band characteristics of base
materials disappeared. The Liiders band formation is characteristic of
low and medium carbon steels only, which is caused by many reasons.
Regarding the characteristic, some researchers have proposed some
models like the Cotrell-bilby model [32], Rooyen model [33,34], and
Hahn [35], etc. Cotrell-bilby model makes the solute interstitials of
carbon or/and nitrogen atoms responsible for the formation of the Liider
band which comes into the picture when the plastic deformation of steel
starts after reaching the upper yield point. It means that moving dislo-
cations come in contact of carbon atoms intermittently till the pile-up of

o/ B/a’(110)

o/ Bla’(002) o/ B/a’(121) @B/’ (022) o/ B/a (031
1 (@D X200 AL X220 (113 uBa(Mc)s

MCS

1
—_
)
—

1
—~
o
—

~a-Intensity (Square root) 4
L 1 1

4 50 60 70 8 90 100 110 120
20 (Degree) ——p

Fig. 7. 2 The XRD peaks confirming the presence of constituent phases in (a)
LCS, (b) PLCS, (c) MCS, and (d) PMCS.
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dislocations starts resulting in strain hardening. T. R. Jacobs et al. re-
ported that nucleation during stretching of sample results in nucleation
at the one end of the sample after elastic deformation which continues
propagating through the entire gauge length during yield point elon-
gation resulting in Liiders band formation [36]. However, after friction
stir processing, Liiders band disappears.This may be due to micro-
structural factors including Ferrite grain size, working temperature,
strain rate, and percentage of carbon. The effect of carbon% concen-
tration is clearly observed from Fig. 9a where the length of serration for
LCS is 4.1% whereas it decreases to 1.4% for MCS. This shows that the
size of Liiders band decreases with increase in carbon percentage,
similarly reported by Tsuchida et al. [37]. Since the carbon percentage
of respective steels and temperature of tensile tests were ramain similar
before and after FS processing, other factors may be taken into consid-
eration such as lack of sufficient number of free carbon atoms between
Ferrite matrix since base material undergoes austenitizing temperature
during friction stir processing (~ 900- 950 °C) due to which, carbon
dissolves and is entraped in Martensite during transformation via cool-
ing to room temperature. Since Martensite captures the carbon atoms,
number of free carbon atoms decreases. Elimination of Liiders band is a
good outcome of friction stir processing, since Liiders band formation is
an undesirable phenomenon for industrial fabrication.

During tensile tests, ductile failure was observed for base materials as
observed in Fig. 9 (a and c), while mixed (ductile+brittle) failure was
observed for friction stir processed samples as shown in Fig. 9 (b and d).
The dimples on the fracture surface of LCS are homogeneous and larger
than others. The average size of dimples for LCS is found to be ~2.1 ym
which is reduced to 1.2 ym with an area fraction of0.60 after FSP. In
place of dimples, planar facets are observed for PLCS as shown in Fig. 9b
which is an evidence of brittle failure and it is obvious since the
microstructural analysis shows the presence of harder phases i.e.
Martensite and bainite. According to the effect of dimple size on
ductility as reported by Qin et al. [38], ductility increaes with an in-
crease in the mean diameter of the dimple, similar is observed for PLCS.
This preservation of ductility may be associated with TRIP (trans-
formation induced plasticity) effect of Retained austenite, as reported by
Hidetoshi Fujii et al. [39]. It is important to note that TRIP effect is the
transformation of retained austenite into martensite during loading. The
transformation is accompanied by local shear strain and volume
expansion in the material. It results in producing dislocations and
compressive stress in the austenite matrix due to which strain hardening
is enhanced. The improved strain hardening thus imparts higher
ductility. Dong et al. [40] has reported a similar observation. Another
reason for improvement in ductility might be the presence of triple
junctions in the metal matrix of PLCS as shown in Fig. 6a, as it results in
increasing plastic strain that leads to enhancement of ductility, similarly
observed by Ovid’Ko et al. [41]. It is also fact that the Ferrite size and the
nature of Ferrite results in the primary control over the ductility as re-
ported by R.G Davies [42].

On the other hand, ductility of MCS reduces significantly by 11.3%,
after FSP. This can be associated with the formation of larger fraction of
harder phase of Martensite, which was found to be 0.743. Though there
was significant amount of Retained austenite in PMCS, the TRIP effect
was insignificant on ductility. It indicates the dominant effect of
Martensite blocks on the strength and ductility, since Martensite is very
brittle. In case of MCS, the dimple size (1.4 um) was smaller as compared
to that of LCS (2.1 um) that means the loss of ductility, which is asso-
ciated with higher carbon content. It is noteworthy that the strength of
martnesite is the function of carbon content [43]. Carbon atoms produce
substitutional strengthening in martensite by occupying the interstitial
octahedral sites of martensite. Due to occupancy of these sites by carbon
atoms, dipole distortions start in the neighbouring atoms of iron. This
distortion creates strong strain field in the matrix which resist the
dislocation motion during interaction. From Fractographs of PMCS, the
dimple size and its fraction were 0.5 um and 0.30 as compared to base
MCS. About 70% area of the fractured surface was covered with planar
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facets and cleavages revealing brittle fracture, which occurs due to large
stress concentration at the Ferrite-Martensite interface resulting from
dislocation pile up that leads to martensitic cracks. For observing the
effect of dimple size on the ductility, a correlation between dimple size
and grain size can be seen as expressed in Eq. (2), reported in previous
works [38,44-46].

D, = 0.422v/D (2

Where D4 dimple size and D is grain size in micron. The correlation
shows that the dimple size is directly proportional to the square root of
grain size. It is known that strength is inversely proportional to the
square root of grain size. Though there is no direct correlation between
dimple size and ductility but based on these two statements, it can be
concluded that strength is inversely proportional to dimple size. It
means that decrease in dimple size results in improved strength and
decrease in ductility because strengthening generally occurs at an
expense of ductility.

However, while focusing on the strengthening mechanism, the dif-
ference in yield strength (¢)) and ultimate strength (oym) for both LCS
and MCS after processing can be linked to other factors such as (i)
Carbon percent (%C), (ii) degree of grain refinement (grain size, D), (iii)
phase fraction (f,p), (iv) size of martensitic blocks (Dyy), (v) dislocation
density (p), and can be expressed as Eq. (3);

6y 0F Gy = f (%C, D, fon, p) ©)]

On comparing the mechanical strength of low carbon and medium
carbon steel plates fabricated by cold-rolling process, it is found that
carbon plays a vital role in strengthening. It can be linked tothe more
obstacles offered by the larger number of carbon atoms against the
movement of the dislocation motion. It is related to the concept of solid
solution strengthening which reduces plastic deformation through hin-
dering dislocation movement [47]. It is wellknown that the behaviour of
medium carbon steel falls in between low and high carbon steel [48].
The solid solution effect of carbon content in the strengthening can be
correlated to the following Eq. (4) [49]:

05, = 32.24[Mn] + 83.16[Si] + 360.36[C] + 354.2[Ny] 4

Where o, stands for solid solutioning strength and [Mn], [Si], [C],
and [Ny] denote weight percentage of alloying elements (manganese,
silicon, carbon, and nitrogen, respectively) dissolved in the matrix of
Ferrites.

The effect of free nitrogen is neglected in this study since it is not
observed to be inherent in the material. From the Eq. (4), it is clear that
carbon plays a vital role in strengthening with a coefficient of 360.16.
The carbon content not only influences the solid solutioning it also af-
fects the phase transformation since an increase in % carbon reduces the
austenitizing, bainitic, and martensitic transformation temperatures, as
observed from previous studies [50,51]. Since microstructure is a
combination of Ferrite, Bainite, and Martensite, and yield strength for all
individual phases has different values, hence overall yield strength can
be correlated with the combined effect by following rule of mixture as
given by Eq. (5);

Oy = Z(”»ff) = oyifr + Oyfs + oyufu ®)

where j stands for ferrite (F), Bainite (B), and Martensirtte (M) and f stands
for a volume fraction.

If the grain size and its fractional effect are focused, according to the
Hall-Petch relation the yield strength can be expressed as Eq. (6);

K
oy = Z (0'1',' + D1]/2> (6)

where j = F, B, and M
Where o; and oy stand for material stress just before the start of
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dislocation motion, and yield strength of the matrix respectively, while
K and D stand for the strengthening coefficient and grain size/block size,
respectively.

Initially, base material comprises of Ferrite and pearlite where the
average grain size was found to be 20 ym for LCS while 12 pm for MCS.
After FSP, the soft Ferrite got refined and found to be 6.7 um for PMCS
and 8.1 pum for PLCS. Considering the refinement effect of Ferrite and
assuming that the ferritic strength is independent of carbon content in
the metal matrix [52], the yield strength of pure Ferrite was calculated
by using the Ferrite grain size versus yield strength relationship [53]
best known as Hall-Patch relation as expressed withEq. 7;
oy = 88.3 + %, for fr =1.0 7

From the above equation, yield strength of Ferrite in PLCS and PMCS
was found to be 289.77 MPa and 309.824 MPa respectively. In this way,
contribution of Ferriteto the yield strength, depending on itsvolume
fraction 0.659 in PLCS and 0.217 in PMCS is calculated to be 190.96
MPa for PLCS and 67.23 MPa for PMCS.

Concerning Martensitie, they are of different types depending upon
the processing temperature, cooling rates, and their volume fraction in
steels. The contribution of Martensite to yield strength was calculated
based on the volume fraction. The yield strength of Martensite is
generally a combination of five contributions [54]: (i) Friction stress for
pure Iron (o,), (ii) Solid solution strengthening (oy), (iii) Precipitation
hardening (op), (iv) Hardening by dislocations ((s,), and (v) strength-

ening by Martensitic lath or plate size (Kde’%) The martensitic yield
strength can be experssed as Eq. (8);

Oy = 0o +0s+ op+ 0p + I(H."dil/2 (8)

By using references i.e. [55] for PLCS and [56] for PMCS, the yield
strength of Martensite was calculated. It is noteworthy that the
Martensite morphology strongly depends on the carbon wt% of the
pre-processed material and the volume fraction of Martensite after FSP.
It obeys the rule of mixture by following the Eq. (9) [57].

Cs = Cy fu + Crfr ©

where Cs, Cy, and Cr stand for total carbon in steel, carbon in
Martensite, and carbon in Ferrite after processing, while fy; and fr stand
for fractions of Martensite and Ferrite, respectively after processing.

From Eq. (9), Martensite was found to have 0.306 wt% C in PLCS and
0.533 wt% C in PMCS, if carbon solubility limit in Ferrite is considered
0.02 wt%. Further, Eq. (10) gives Hollomon expression for tensile flow
behaviour;

or = k(e,,)" (10)

Whereor, k, ¢,, andnare true stress, strength coefficient, true plastic
strain, and work hardening exponent respectively.

By using Eq. (10) at the yielding point and maximum load for pure
Ferrite structure (fg = 1.0), the following expression was considered;

ou _ k(e)"

o, k(e 1D

Where 6,0, €,, and g,stand forultimate tensile strength, the yield
stress, the uniform plastic strain, and plastic strain, respectively, all
expressed in true value.

By using the expression established by P.C. Chakraborti et al. for
DFM (duplex Ferrite and Martensite) steels [56] as expressed by Eq.
(12);

G prv = 240 + (380 + 2585 Cyy )fiy (12)

If fir = 0, then the tensile strength (6,) of pure Ferrite structure (fr =
1.00) is 240 MPa. Ife, = 0.002, and ¢, = n = 0.31 values from a report of
Davies [42] are kept in the Eq. (11), the yield strength of pure Ferrite is
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obtained equal to 50.26 MPa. After calculating the yield strength of
Ferrite for DFM steel, the yield strength of Martensite is calculated by
rule of mixture by using Eq. (13);

0y, — Oyifr

Su

The values of oy, fr and fy for the particular DFM steels reported by
[56] were as follows;

13)

Oy =

6, = 395 MPa, fr = 0.3220, f; = 0.6780 for Cy = 0.31% while

6, =457 MPa, fr = 0.6133, f; = 0.3867 for Cy = 0.54%

By substituting the above values in Eq. (13), the yield strength of
Martensite (6yy) is calculated to be 558.72 MPa and 1102.08 MPa. It is
observed that the effect of carbon concentration on yield strength for
Martensite is significant. An increase in the carbon content in martensite
results in improved strength of martensite. A similar observation is re-
ported by Dong et al. [58].

Since obtained Martensite in the current study consists of carbon
content similar to the reference article [56] i.e. 0.306% for PLCS and
0.533% for PMCS, the above-calculated values of yield strength of
Martensite can be considered as base values for further calculations. The
volume fractions of Martensite in PLCS and PMCS are found to be 0.245
and 0.743 respectively. Therefore, yield strength contribution of
Martensite is obtained 136.89 and 818.85 MPa respectively.

Apart from Martensite, PLCS also contains 9.6% Bainite in the ma-
trix. Since Bainite does not capture carbon unlike Martensite, therefore,
it is noted that Bainitic strength does not depend strongly on carbon
concentration. Regarding the effect of Martensite and Bainite fraction on
yield strength, it was reported by Abbas et al. [59] that the bainitic yield
strength was 1304 MPa and 1385 MPa for 100% upper, and 100% lower
Bainite, respectively. By considering, the average value of Bainite
strength, contribution of Bainite to the yield strength of PLCS is calcu-
lated to be 129.07 MPa. The overall theoretical contribution of phases to
yield strength after friction stir processing of steels are presented as bar
graphs as shown in Fig. 10a.

From theoretical calculations, it is observed that the contribution of
the micro constituent phases to the yield strength of PLCS matrix was
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study conducted by Bag et al. [60], the highest peak of yield strength for
duplex phase steel was observed at a volume fraction of 0.55, however
after this limit, strength decreased. Similarly, a report by Nakagawa and
Thomas [61] also confirms the decreasing trends of yield strength after a
maximum martensitic volume fraction of 0.60. The decline in yield
strength might be due to a combination of Ferrite-Martensite up to a
certain limit of martensitic volume fraction maintains the continuity of
slip planes as well as slip directions across the duplex phase interface
due to the same crystallographic orientation of both phases assisted by
fine distribution of elongated phase constituents, low interfacial energy,
and homogeneous deformation of phases altogether. Since the
Martensite volume fraction of more than 0.60 does not reach its ultimate
tensile strain during bulk neckingwhile being tensile loaded, the
experimental value of the contribution of Martensite to yield strength
does not satisfy the theoretical value [52]. Hence dual-phase (F+M)
matrix with a higher fraction of Martensite i.e. > 0.6 does not follow the
rule of mixture. However, if the potent fraction of Martensite was
considered 0.60 upto which the yield strength was proportional, then
the martensitic contribution to yield strength was calculated to be
661.20 MPa.

The excess fraction of martensite can be assumed ineffective in the
improvement of yield strength. It is because more than 0.60 vol fraction
of Martensite results in stress ‘built-up’ in softer Ferrite. Thus the stress
built-up in Ferrite lowers down its hardening capacity, as observed by
Chakraborty et al. [56]. Hence, contribution of ferrite and martensite to
the overall yield strength falls in good agreement with rule of mixture if
the martensitic volume fraction is confined to 0.60. Finally, the contri-
bution is presented in Fig. 10b and Table 4.

It is noteworthy that the percentage of contribution was calculated
by considering the experimental yield strength as a reference value. The
microstructure and yield strength correlation can be expressed as below;

0y = Oyefr + 0y5fr + Oyufy for fy < 0.60

Table 4
The contribution of different phases to the yield strength of processed materials
for taking fyr < 0.60.

X X R o Material The% contribution of phases to the overall yield strength Error
found in good agreement with the rule of mixture, while it was not same - — -
for PMCS where the theoretical yield strength was ~30% higher than Ferrite  Bainite  Martensite for f < 0.60
experimental as can be observed in Fig. 10a (PMCS). The difference PLCS 41.61 28.10 29.83 0.46%
might be mainly due to excess martensitic fraction. According to the PMCS 980 96.80 6.60%
(b)100 T T T
(a)1000 r - ] _
) ) ' ' ' 10743140600
1 - Martensite (M) 886 1 2004 h
.. 819
800 - Bainite (B) U 728
- Theoretical (F+M+B) 4 g
£ 1 Experimental (F+M+B) 683 11 =
e Z 600 -
= 600 H =
Cs <
2] 457 450 1 g,) ] ]
5 5
£ 400 H £
= =
2 . | 2
> =
200 -
04
PMCS \

PMCS

Fig. 10. The bar graphs showing the contribution of different phases of the metal matrix to the overall yield strength (a) For the actual fractions of phases, (b) For the

limiting value of Martensite fraction i.e. 0.60 for PMCS.
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0y = Oyrfr + Oypfr + 0y % 0.60 — X for fy > 0.60

Where X stands for loss of strength due to an excess fraction of

Martensite, which is not studied in the current article.

4.

per

Conclusions

This study deals with investigation of microstructure evolution and
cent contribution of micro constituents of phases to the overall yield

strength resulting from friction stir processing of low and medium car-
bon steels. From this study, following conclusions are drawn as dis-
cussed below;

i

=

i

=

ii

A significant effect of carbon concentration of the base material is
observed on the evolution of microstructure during FSP. For the same
heat input/processing parameters, the low carbon steel (0.09%C)
microstructure comprises of a mixture of Ferrite, Bainite, and
Martensite that is dominated by Ferrite with a volume fraction of
0.659. However, the medium carbon steel (0.40%C) is dominated by
Martensite with a volume fraction of 0.743.

Martensitic morphology is vastly affected by its volume fraction, as
higher the volume fraction of Martensite, lower is the carbon con-
centration in Martensite affecting its strength and ductility. At in-
dividual level, Martensite with higher carbon concentration (0.533%
C for PMCS) is found to be stronger than lower concentration
(0.304% for PLCS) because entrapment of larger number of carbon
atoms provides more resistance to dislocation motion.

In the duplex phase microstructure of friction stir processed steels,
the smaller laths of Martensite (~50 nm width) are observed in
PMCS while it is larger (~500 nm)in the case of PLCS for similar
processing conditions. This might be due to the higher carbon con-
tent in the PMCS that reduces the Martensite start temperature and
produces more nucleation sites for the martensitic transformation.
Due to lowered Martensitic start temperature, the lesser time is
available for the growth of martensitic laths, and hence the size of
laths is confined to smaller.

The resultant yield strength is found to be in good agreement with
rule of mixture for Martensite volume fraction < 0.60. However, an
increase after the limit, martensite results in a decrease in the yield
strength.
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Khushi Rupesh Gupta, Md Zarkham Kalim Shaikh, Shahid Hamid Khan and Yaman Abdul Subhan
Khan
Students, First Year Engineering, Theem College of Engineering, Boisar, Maharashtra

ABSTRACT

Conventional engineering curriculum is strongly focused on the development in students for technical
knowledge and skill. Recognition is one of the most important factor in which communicative skills plays an
important role. The purpose of the paper to portray the Impact of English Communication on Rural Area
Engineering Students and provide remedies to overcome the problems. Based primarily on the review of some
relevant literature available the present article reveals the fact that professional communication is one of the
most important parts in the communicative field all over the world and it has a basic tool which is English
language.

Keywords: Engineering, Technical Knowledge, Communication Skills, Professional Communication

I) INTRODUCTION

Communication, a process of exchanging ideas and facts for common understanding, helps the participants to
share their ideas, thoughts, experience and feelings with each other. It is one of the most important tries of the
human being, without this, it is almost impossible for any human being to survive in this complex world.
Communication uses a common language as the most important medium and it can be taught to create common
understanding among the people. People according to their community, culture and the nature of their
professions use different varieties of language as well as professional skills to get success in it.

In the arena of corporate world, especially in the field of engineering, English is used as a global language and it
can be the only convenient language in the means of professional communication. The main aim of this paper is
to highlight the importance of Professional Communication in engineering and needs of English for
communicating to the people of the world. The paper broadly encompasses a wide range or sub headings such
as definition of professional communication, communication in workplace and institutes’ professional for
execution of engineering jobs respectively.

II) LITERATURE REVIEW

The survey of other literature related to this research helped us to bring some related terms to complete the
paper. On the review of some relevant literature available the present article reveals the fact that professional
communication is one of the most important part any profession. In the communicative field all over the world,
professional communication has a basic tool named as English language. Learning this language, helps you to
lead yourself in the world and explore your views, ideas and thoughts internationally. The paper which were
guided us to define the following points:

1) Developing an awareness of social justice and ethics, teamwork and conflict resolution are must for industry
professionals.

2) Promoting these among the engineering students helps to build their recognition on the importance of
Professional communication in engineering.

3) Language, Paralanguage and Body language are complement each other in professional communication in
order to provide meaningful information (Zimmerman & Uecke, 2012).

4) The quality of life and survival data provided for those who use the technology.

IIT) What is Communication?

Any professional individual needs the art of good communication skills for enabling him or her to perform the
job in a most effective and attractive manner. Professional Communication skills determines the employment
opportunity and the sustenance of their job. In engineering jobs, this skill plays an important role and absence
of quality communication skills can affect effectiveness of their performance as well as their job maintenance.

As the engineer have international job market, they need to prove that they are deserving candidate for grabbing
those job opportunities. Just completing the academic syllabus and scoring marks are insufficient. Multilingual
skills are considered as a salient element in the makeup of the new global engineer. Even the candidate who
have secured distinct throughout the academic career in engineering may be unsuccessful in executing their job
unless they process the high level of expertise in communication in English
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IV) Characteristics of Effective Communication
To ensure understanding between the communicators, they have to apply the 7 Cs of Effective Communication
which are as follows:

Sr. 7 Cs of Effective . e
o . Definition
No. Communication
1 Clear The main ideas to be easily identified and understood
2 Concise Present the centre point without using unwanted words or images
3 Concrete Give the specific explanation or examples
4 Correct Provide information with suitable words and proper grammar
5 Coherent Present the information in a logical sequence
6 Complete Give sufficient information thus the audience can understand
7 Courteous Use polite and professional tone to show your respect and value

V) What is Professional Communication?

Professional Communication includes oral, written, visual and digital forms of delivering information in the
context of a workplace. As engineering is considered professional skills, engineers should have the knowledge
of being effective communicators, effective in groups while engaging, considering, listening to the others and
asking questions and responding accordingly. They must have the quality of the nature of speak clear, confident
and gracious in their interactions. Listening other people’s ideas, being able to communicate clearly and
effectively can help them building a positive working relationship, team works and more productivity. Their
poor communication may lead to creating problems and serious failure in Effective Professional
Communication.

VI) Needs of Professional Communication in Engineering

Engineering students, in order to enhance both community engagement and career success, need to acquire the
professional communication skills in addition to technical skills. The educated and industry professionals have
increasingly articulated it for developing an awareness of social justice and ethics, teamwork and conflict
resolution because they improve students’ communicative competence in both academic and professional
success. Over the past decades, nationally and internationally, a number of tertiary institutions recognized that
the examination of interdisciplinary approaches are important in relation to that the interactive approaches for
engineering also important for workplace success therefore, they involved this study in engineering education.

In this respect, in engineering, teaching and learning of oral and written communication skills have been
examined through teamwork and professional writing skills and their communicative competence is specifically
motivated. For example, the ability of writing report, proposal and research articles and presenting individually
or group prepare students themselves to go ahead in both technical and non-technical preparation and
presentation to become expert in exploring an excellent standard in oral and written skills. It is said that oral
communication and presentation skills are “career enhancers” and they are considered as the biggest single
factor in determining students’ career success or failure.

V) Professional Communication Skills for Workplace
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No matter what industry you work in, but the ability to communicate effectively with superiors, colleagues and
staff is essential. In the era of digital, workers must know how to effectively present and receive messages in
person or via phone, email and social media. The following 10 things are must at workplace communication: 1)
Listening, 2) Non-verbal Communication, 3) Clarity, 4) Friendliness, 5) Confidence, 6) Empathy, 7) Open-
mindedness, 8) Respect, 9) Feedback, 10) Picking the right medium. Let us look into a short glance of each:

2
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1) Listening: If you are not a good listener, it is going to be hard to explain what you are being asked to do so,
being a good listener is one of the best ways to be a good communicator. No one likes communicating with
someone who cares only about putting in her two cents and does not take the time to listen to the other person.

2) Non-Verbal Communication: Your body language, eye-contact, hand gestures and tone of voice all colour
the message you are trying to express. Eye-contact demonstrates that you are focused on them while conversing
but make sure not to stare at the person because it can make him or her uncomfortable.

3) Clarity: Do not talk too much or too little because saying just enough is good verbal communication. So, try
to express your message in a few words and say it clearly and directly. Either in person or on the phone, do not
ramble on otherwise your listener will tune you out or will be unsure of exactly what you want.

4) Friendliness: It is important to be polite with simply a smile and friendly in nature at your workplace
communication because that encourage your co-workers or the other person to engage in open and honest
communication with you. This is important in both face-to-face and written communication to make the
receiver feel more appreciated.

5. Confidence: It is important to be confident in your interactions with others. Confidence shows your co-
workers and colleagues that you believe in what you are saying and will follow through. Of course, be careful
not to sound arrogant or aggressive. Be sure you are always listening to and empathizing with the other person.

6. Empathy: Using phrases as simple as helps to demonstrate that you have been listening to the other person
and respect their opinions. Active listening can help you tune in to what your conversational partner is thinking
and feeling, which will, in turn, make it easier to display empathy.

7. Open-Mindedness: A good communicator should enter into any conversation with a flexible, open mind to
listen and understand the other person’s point of view rather than simply getting your message across. It helps
you get easily connect to your audience views and be able to have more honest, productive conversations.

8. Respect: People will be more open to communicating with you if you convey respect for them and their
ideas. Simple actions like using a person's name, making eye contact, and actively listening when a person
speaks will make the person feel appreciated.

9. Feedback: Being able to give and receive feedback appropriately is an important communication skill.
Managers and supervisors should continuously look for ways to provide employees with constructive feedback.
Similarly, you should be able to accept and even encourage feedback from others. Listen to the feedback you
are given, ask clarifying questions if you are unsure of the issue and make efforts to implement the feedback.

10. Picking the Right Medium: It is important that you should think about the person with whom you wish to
speak and know what form of communication to be used in person. If they are a very busy person like your
boss, or CEO, you might want to convey your message through email. People will appreciate your thoughtful
means of communication and will be more likely to respond positively to you. This situation is like “Give
respect take respect”.

VI) How It Can Be Done?
1. Developing student’s ability to construct foster the ability to communicate problem identification,
formulation and solution to diverse audiences.

2. Use development in communicative ability as a vehicle for fostering students insight into and perspective
on engineering practice in the community including the sound, cultural, political, international and
environmental context of professional engineering pattern and present logical argument discursively.

3. Encouraging the students for participation in curriculum activities to such as class discussion hosting and
response to formative feedback.

4. Foster language development from sentence level skill to large document written and oral communication.

VII) CHALLENGES AND OUTCOMES

This empirical evidence indicates that the engineering students are poor communicators. One of the fact is
when students undertaking engineering studies, they belief that there is no need of English language skills.
Therefore, the courses like discussion and conversation exercises are designed to encourage students to
participate and practice skills and learn be flexible in their approach. To develop confidence, their ideas and
contribution are respected to build on the strengths and group discussions as well as workshop exercises are
used throughout the courses to ensure students regularly practice the skill of communication.
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Students are encouraged to form cross cultural groups during classes, so that a greatest understanding of
diversity and its value in engineering is promoted. At the same time, students must also undertake practical
mood in developing effective teamwork skill in order to be able to complete tasks and class based exercises.
Students discuss and at times challenge the characteristics of English for academic and professional purposes.
In doing so, students become increasingly aware of how purpose and socio-cultural factors shape the kind of
language used in different contexts rather than viewing language incorrect as simply correct or incorrect.

VII) CONCLUSION

The conclusion of the paper defines that Engineers with the ability to clearly communicate can easily and
confidently share their ideas to decision-makers in presentations, meetings, and reports. This statement
highlights that the communication skills has equal importance as technical knowledge for engineers which will
help them be successful over the course of their career. Learning and practicing excellent communication skills
is one of the best ways for engineering managers that brings them value to their companies and building their
own career. The study suggest that engineering students should be encourage to train discussion, conversation,
participation and practice as well as learn be flexible in their approach.

The Educated and Industry

Although engineering is a technical field, professionals have increasingly articulated development professional
communication for awareness of social justice and ethics, teamwork and conflict resolution. So, professional
communication in engineering is essential to promote business communication and to succeed in marketing and
life-long relationships. They should even adapt ethics to add more colour in their business through engineering
design presentation. At the end, the research concludes by using J Paul’s quote, “Communication the human
connection is the key to personal and career success.”
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ABSTRACT

Coming from a upper class, well to do family, from a tier 1 town, studying in an top rated engineering college,
life looks like a cakewalk but it isn’t the same for everyone. Here, using our research paper as a medium, we
have tried to portray what obstacles students coming from other side of what we think is “good life” face when
they first enter engineering colleges with a ray of hope in their eyes to bring their family out of poverty, to uplift
their society! The biggest hurdle that they have to jump through is facing the English language. They need to
understand its importance and include it in their lifestyle which is a tough job but once they make themselves
comfortable then life will be good! English has its importance spread throughout life likewise it has its share
due in engineering both in academics and in workplaces. One needs to understand and apply themselves to
gather the knowledge that the beautiful language has to offer. Students coming from not well to do families,
rural areas, underdeveloped cities are not comfortable speaking the language due to numerous reasons mainly
less exposure, lack of practice but there are lot of ways one can face the language, one can increase their grip
in speaking in English and this is what we have tried to explain through our paper.

Keywords: English Communication, Obstacles, Rural Engineering Students, Comfort to Speak in English

1) INTRODUCTION

Basically, we study English language since schooling but one question that really comes in our thought is
“Where does it come of? What is the use of this language? and What is its background?” It is studied that the
English is originally a language of the people from England only spoken by some troops but in the present
century, this language is become an International Language. It is also said that over 18% of the world
population speaks English. Are they really sound and comfortable speaking in English? The answer is ‘not
everyone’ but some really hesitate to speak or express their thoughts in English. The reason behind it is lack of
basic knowledge of the language such as grammar, insufficient exposure to vocabulary, and lack of confidence.

English language has the highest importance in the professional fields. Similarly, in the engineering field,
English is considered as one of the high profile language to show your personality. An engineer should have
English fluency and accuracy with good communication skills to excel in his/her profession. These skills play
very important roles in engineers’ life to build their team and leadership. Hence, a various measures have been
taken for improving this, there are various bridge courses has been declared by the government and various
universities declared English as their main language, the pressure to improve English Language Education
(ELE) has been steadily increasing.

There are some other measures have also been taken by the students for example, students communicate most
probably in English no matter at first they may face grammatical errors but they keep learning. Schools and
college teachers should only communicate in English language with students. Vernacular mediums should also
give preferences to teach English and many more efforts should be taken place.

2) LITERATURE REVIEW: The survey of other literature related to this research helped us to bring some
related terms to complete the paper. The paper which were referred has given many views and thoughts as
given below:

1) Understood that this problem has not raised suddenly but it has been passed on from generation to
generation.

2) This problem also depends on what level of society one comes from, the geographical location where a
student is helped in a way for example, as people from south are relatively good English speakers compared
to people from north in the same way people from north east have a good hand on the language compared to
people from west.

3) Understood how this can be solved too.

3) IMPORTANCE OF ENGLISH LANGUAGE IN ENGINEERING

Engineering people think all about building big sculptures, huge monuments, crazy tech, humanlike robots all in
all taking humankind to a better tomorrow. Talented engineers can make these things and make our world a
better place to live. The challenge in this is how to amplify one’s invention to the whole world. How the globe
will notice what will make in a corner of my drawing room. It is a big question. The answer to this is a paper
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and a pen. It is rightly said “Pen is Mightier than Sword” so to magnify our knowledge, our inventions, we
engineers must use English as a tool. It helps us to explore places where we could never be in real life. It takes
us to places where we could not imagine even in our wildest dreams! English language has importance in both
academic as well as work place and also plays a vital role in engineers’ life.

4) IMPORTANCE OF ENGLISH IN ACADEMIC PLACE
The students who pursue engineering take a very bold step in their life. Engineering being one of the most
appealing and promising sector not only in our country but around the world attracts an ocean of students.

When we are entering our engineering colleges most of us would have recently turned adult and we would have
gone through rigorous studies, preparations for our entrance exams and that impact our communication skills a
lot. One could have got selected in any college around the world or country on the basis of their marks. They
may have to go to place they would have never heard of completely opposite, no similarities in culture, no
similarities in food but in such cases the savior for students is English language.

The beauty of this language is that this language is spoken across the globe and in India from Kashmir to
Kanyakumari, from Gujrat to Arunachal Pradesh. It helps students to communicate with their classmates
coming from different places having their different local languages. A catalyst is a substance that speeds up
chemical reaction similarly, English language helps in giving an adrenaline rush to the academics and social life
in college and educational institutions. Being fluent in English adds an extra confidence in a person and he/she
gets a motivation and hence it get reflects in their academics.

5) IMPORTANCE OF ENGLISH AT WORKPLACE

Speaking English in one’s workplace is a new ball game altogether. It begins even before we enter a company
right from the interview process. We are selected based on our fluency in English language, our clarity, our
confidence, the words we use, the way we use them, our pronunciation, our enunciation. The way we speak
English plays a vital role whether we shall get into a respected organization or not!

In our workplace, we are member of various teams and hence communication skills that we possess are checked
here, the way we speak the way we present ourselves will decide whether we shall be taken seriously or not.
The English we speak in offices is completely different from the one we speak with our friends and peers. One
needs to train themselves in suitable manner to outstand in their workplace. Arranging seminars, taking
interviews, meetings, giving presentations all require great communication skills which in turn requires
knowledge and practice of the language English!

6) IMPORTANCE OF ENGLISH FOR RURAL AREA ENGINEERING STUDENTS

To study engineering degree is not only taken by the urban students but also by the rural students. Many
students from rural areas are also eager in pursue engineering but the only problem they faced is communicating
in English. After coming at institute level, there is no differentiation in any language, only English language is
given the most preference.

Students coming from rural areas are definitely more familiar with their vernacular language as compare to
English language which makes them difficult to communicate in English and henceforth they lay behind. Their
understanding level is similar to students of urban areas but the only differentiation is English communication.
For example, if any derivative is explain to them they can easily admit it if it is in their own vernacular language
but if the same is taught to them in English language they might get some difficulties to adapt it.

7) PROBLEMS FACED BY RURAL ENGINEERING STUDENTS

Basically, 75 precent of the engineering students are from the rural areas and from the underdeveloped cities.
These students find barriers and discomfort while speaking English. Maybe this is because of their steady
growth in a regional language medium school or any other reasons. There is no doubt that they are not talented
as they have qualified in an engineering college, but at every walk of life and career, English becomes an
obstacle for rural engineering students. The first problem that a rural engineering student might face English as
a trouble.

8) SOCIO ECONOMIC BACKGROUND OF FAMILY

Classroom of a college contains the students from different states of the society who poses grasping power and
English communication competence. It is found that the English communication competence of the students
belonging to the literate parents or higher middle class family is better than that of the students belonging to the
illiterate parents or poor family. The actual fact behind this situation is that the literate parents can provide
more facilities and more exposure towards their child to English as they are aware about the importance of
English competence in the society. The literate parents give proper guide and care to their children to perform
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better in their life in fact these all things never happened in second group due to the lack of parental supervision
and guardians from the higher education department

9) LACK OF SKILLFUL TEACHERS

The other important factor that should be taken in consideration at first is the education system. Here, there is
lack of skillful teachers, there are many untrained teachers, that all learning groups are unaware about current
trend and advanced techniques of English language teaching. The same condition is there at the primary,
secondary and higher secondary schools of rural or semi urban areas. This type of education creates exam-
oriented students to their technical subject than to the English communication competent. The teachers have not
been scared lead to a poor quality of education.

10) EDUCATION SYSTEM

The Other important factor is practically and cultural system of the college which affect the learning of English
language. For learning English language it requires four skills that is listening, speaking, reading and writing
(LSRW). The present education system is strange to the students that they have no chance to listen, speak,
reading and writing and these LSRW activities are neglected and ignored. Let us take an example of language it
is in bio baby start speaking the words which it listens frequently our system neglect the importance of listening
with results in the lack of scale of speaking.

11) LACK OF EXPOSURE TO THE ENGLISH COMMUNICATION

The student living in the rural areas lack the exposure to English communication in the society as well as in
colleges. Even the meritorious, gold medalist, feel to achieve a success during personal interview but due to the
lack of English communication skills, lack of confidence they have inferiority complex and fear of others. As a
result, students of rural background keep themselves lonely and do not have the same common sense with all
other people.

12) LANGUAGE REDUCED AS THE SUBJECT

The language English is taught for and learnt as one of the subject for examination. Most of the students focus
on the writing skills and grammar because the examination process of Boards and Universities. English subject
based on writing skills and students’ basic concern is to score good marks in examinations not gain knowledge.
This attitude of the children reduces their interest in learning English language and the beauty of language is
also got lost.

13) MEDIUM OF TEACHING

Medium of teaching English subject in rural areas is most dangerous because they use mother tongue to explain
the lessons which creates confusion among students. The construction of sentences in English and in Indian
language is different that makes rural students critical to improve English.

14) REMEDIES

14.1. Development of Inner Urge: It is generally observed that the engineering students mainly focus on their
technical subjects because they think that the only thing require to get a job is knowledge. While pursuing the
other subjects and development of technical skills are totally neglected. Students’ communication skills, which
is the only one of the greatest aspect for getting jobs, is neglected. Considering the scenario of corporate world,
if the candidate has good knowledge and best communication skills, he/she is suitable for that field. So, the
engineering students should develop their communication skills to progress in their personal and professional
life.

14.2. Need to Enrich Vocabulary and Sentence Construction: Language consists of words and sentence
structures. Each day, they must learn at least 5 or more than 5 words and try to use them while having
conversation with their friends families or having conversation with themselves by standing in front of mirror
and starting a conversation.

14.3. Listening: Listening skills of students must be developed. A habit of careful listening of English news,
lectures and explanations during tutorials, practical, seminars, technical presentation, academic discussion, and
academic interactions, and zone. Before being a good communicator or speaker, they must have art of being a
good listener. One must also have proper knowledge on the language that can only be achieved by listening.

14.4. Speaking: Speaking skills are very important for a person’s professional survival and group. It gives
image of how could you are at your profession and also boost confidence in speaking. The rural students should
be given a chance to have conversational activities, discussion, and question and answer sessions in order to
remove their fear and open to accept challenges. It will become a center of attraction or avoids the fun of their
mistakes. Opportunities must be given to them to raise their opinions, agreement, disagreement and suggestions.
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The credit should be given for participating discussions, making presentation of projects, products, graph, table,
charts, plans, maps. As doing these, they will not only make their moral boost but also they won’t hesitate to
stand out from others. We must be ensured that speaking skills are the single most important criteria in hiring.

14.5. Reading: Like listening and speaking, the reading is also crucial for good communication skills. Students
need to read technical and business documents, reports, magazines, articles, lattice and instructions manuals.
They must also read out biography of successful people. It is hard to imagine any academic professional or
business work that does not require analysis and efficient reading skills.

14.6. Writing: It is said a reading makes a complete man, speaking makes ready man and writing make a
perfect man. Writing is very important for students because it is one way to communicate. Writing skill is seen
everywhere in academics and also in professional field. Student should practice writing projects reports, lab
reports, summary, synopsis, abstracts, and subject notes.

As they go higher post in the profession, they will require writing business letters, emails, messages,
professional summary, and so on. They can also develop their skill by doing a small exercise daily such as
reading books for 5 to 10 minutes and then writing down the point that the book contains. It will help
enhancing your writing skill as well as memorizing power. Both professional and students need excellent
writing skills to survive because there is no profession or academic that does not require writing skills.

15) CONCLUSION

This research concludes that there is a huge difference in the lifestyle of people coming from different places.
Students that are from urban cities have an upper hand over ones coming from villages and areas that are
deprived of basic facilities. These students have to understand that the English will act as a catalyst and can
boost their academics and their confidence once they go to any workplace. Once they understand the
importance of the language, in the early stage of their learning period, they may face lot of difficulties, this may
be due to numerous reasons that we have mentioned in our paper and can be solved if one has the will.

It is rightly said, “Where there is a will there is a way”. In today’s time, nothing is impossible for anyone
irrespective of where they are coming from. As it is the information age, the boundaries that used to separate
people, countries and societies have been diluted by the internet and if a student identifies his urge to master the
language, then with his hard work, perseverance and dedication he will master it.
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ABSTRACT

This paper emphasizes the “Needs of Ethics in Engineering” and educates engineering students the importance
of it for building life-long relationships with stakeholders, suppliers and customers to achieve their goals in
personal and professional life. The study also focuses on why people connect Ethics to Engineering and why
Engineers should enhance Ethics. The study also highlights the corporate skills such as Personality
Development, Communication Skill, Soft Skills, Leadership Skills and views on importance of Values and Ethics
and its importance. The conclusion of the study is presented with explanation of Ethics and Benefits and its
results.

Keywords: Ethics, Engineering, Life-long Relationships, Corporate Skills, Personality Development,
Communication Skill, Soft Skills, Leadership Skills

I) INTRODUCTION

The main objective of this research article is to educate engineering students the “Needs of Ethics in
Engineering”. Earlier, it is believed that the engineers should have Techno-oriented knowledge and skills to
develop their creativity and productivity. In the present years, the universe emphasizes that the engineers
should have not only the technical sciences concepts but also the knowledge and experience in communication
skills, soft skills, leadership skills and views on importance of Values and Ethics. This article studies the reason
of these demands and presents its essences to engineering students.

Fig. 1: Value of Ethics

The study depicts the truth that these skills are important to the engineers because they help them communicate
effectively to their stakeholders, suppliers and customers which leads them to build good and life-long
relationships with them to achieve their goals in business and in social life. The study exclusively focuses on
Ethics and why people connect Ethics to Engineering and why Engineers should enhance Ethics. By the end of
this article, the engineers will be familiar with or get the better ideas about the Ethics and applying it in the field
of Engineering to get benefits of the Ethics.

II) LITERATURE REVIEW

The literature survey of this research work guided a lot for knowing the value of ethics in social and
professional life. It provided more knowledge about it as well as system of engineering in production as well as
business. The survey has helped us to target the following points:

» Recognizing the context ethics with a sound knowledge of its usage

» The function of human communication and its importance in personal and professional are clearly
understood

» Code of Ethical Conduct in Engineering is learnt

A\

Professional Communication and Ethics help to promote moral authority to society and to maintain
Creativity and Conflict Resolution

A\

Improves engineers’ attributes, presentation skills and life-long relationships

» Implementing ethics leads to gain the skill of assessing the engineering ethics and education reforms and
learning achievement of goals




International Journal of Advance and Innovative Research ISSN 2394 - 7780
Volume 9, Issue 2 (XX): April - June 2022

I1I) Importance of Ethics in Engineering
A) Definition of Ethics

B)

®)

Ethics is the moral principles that control or influence a person’s behavior or a system of moral principles or
rules of behavior.

Overall ethics is a branch of philosophy or specification moral philosophy that studies that evolution of
concept such as right and wrong behavior.

Significance of Ethics in Engineering
As engineers rely heavily on engineering to provide people safe and reliable goods and services, they must
perform under a certain standard of professional behaviour such as the highest principles of ethical conduct.

Mistakes made by unethical and incompetent engineers do not just cost money, they could cost lives.

Several notorious cases, that have received a great deal of media attention in the past few years, have led
engineers to gain an increased sense of their professional responsibilities.

These cases have led to an awareness of the important of ethics within the engineering profession as
engineers relies how their technical work has far reaching impacts on society.

The work of engineers can affect public health and safety and can influence business practices and even
politics.

Engineering Ethics

Ethics” Has No Standard Use Either in Ordinary Language or in Philosophy.

1)
2)
3)

In both, “ethics” can be used in at least one of three senses:

As a mere synonym for ordinary morality (“universal ethics”);

For the special (ostensibly) morally-binding standards of some group (“Hopi ethics™); or
For a field of philosophy (“Aristotle's ethics”).

Every discussion of engineering ethics should, I think, include a clear statement about the sense or senses of
“ethics” used.

Fig. 2: Engineering Ethics

Philosophers can, of course, agree that “engineering ethics”, when used for a field of applied (or practical)
philosophy (a specification of my third sense), is concerned with understanding--and helping to make--certain
moral choices arising in the practice of engineering. Philosophers evaluate arguments, their own or those of
others. Agreement among philosophers on that will, however, not give ‘“ethics” a standard use, even in
philosophy for at least two reasons:
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One reason is that application this agreed-upon definition of “ethics” is sensitive to theoretic commitments.
For a teleologist (whether utilitarian, virtue theorist, or other consequentialist), “ethics” is primarily about
“the good life”.

The (moral) right is a function of the (non-moral) good. For deontologists, however, especially for a
Kantian like me, the reverse is true: the right is conceptually prior to the good. Individuals may well
disagree about what the good life is and yet agree on standards of conduct. Morality does not presuppose
any single theory of the good. “Ethics” merely attempts to understand morality as a rational undertaking of
those who may share no conception of the “good life”.

D) Professional Approach to Engineering Ethics
The professional approach to engineering ethics are as follows

1y
2)

3)

4)

5)

6)

7)
8)

9)
E)

>

Resembles the social insofar as both recognize a certain arbitrariness in what may turn out to be ““ethical”.

The professional approach differs from the social in placing that arbitrariness in the profession’s decision
rather than in society’s.

For the professional approach, society (like morality or the nature of engineering) is (generally) a mere
“side constraint”, not the primary (or equal) party in determining the content of engineering ethics.

Individuals have a moral right to join a profession because humans have a moral right to associate in any
morally permissible way; they do not need “society’s” permission.

Association in a profession creates moral obligations for those so associated insofar as they exchange
commitments--either explicitly by promise or oath or (more often) implicitly by claiming the (morally
permissible) benefits of membership in the profession.

The both social and professional approaches require standards beyond what law, market, and ordinary
morality set everyone, both face a problem of explaining why those special standards are, though special,
morally binding.

The social approach looks to society for the moral authority to add to an individual's moral obligations.

The professional approach looks to the individuals themselves, their power to add to their own moral
obligations by express or tacit commitment.

The last approach "professional” to emphasize the distinctive place it assigns the profession.

Ethics In Engineering
To begin by establishing a position with respect to technology and society, there are people who are
considered as critics of technology who take a very dim view of the whole enterprise.

Listening to them, one-might feel that the world would be better off if we could only return to some pastoral
utopia that may have existed in the 13th century.

I want to disassociate myself at the outset from that point of view.

There are also people who consider that there is an inexorable movement of technology over which
mankind has no control: that is -

each development proceeds from each preceding development;
our scientific knowledge advances in sequence as discoveries are made;
There is a natural order of these developments that we cannot control.

There is a sense that if it is possible to make percent something it. Will be made if it is possible to put
something into production, it will be put into production.

Some More Examples: The study presents here some examples of the ABM defence 11system, which was on
track in this country around 1970 but as a to doom result of serious discussions was abandoned. Now course we
are witnessing a resurgence of the same issues in another form, and I think we are going to see that debate come
up again. It seems clear that these situations could have gone either way in the United States.

The SST might well have been built or the ABM might have become a major defence system, but because some
people raised sufficiently strong objections they were not carried out. I think this gives us an indication that we
have- at least some control over what is going on. If you do not make the assumption that one can control what
is going on, then obviously we will not control what is going on. It is a self-fulfilling prophecy. If we do not
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believe we can do anything about it, then we will not. Even if you are in doubt about whether you can change
the course of events, I believe it is more fruitful to assume you can and then just do the best job possible. I take
this position: that it is possible to control technology and its applications.

The next point I want to make concerns the responsibility of engineers in the process of controlling technology
for the benefit of mankind. We could of course broaden the discussion to consider other kinds of people or to
other responsibilities of engineers such as doing a good job for their employers and treating their colleagues
ethically, etc., but I am going to focus on the idea of controlling technology for the benefit of humanity.

It is probably not necessary to dwell on the fact that technology has great benefits to bestow or that there are
great problems that can also arise due to the misuse of technology in many ways. We only have to look at
examples of collapsing bridges and buildings or crashing airplanes to see one aspect of the bad side. As far as
the good side goes, all that should be necessary is to compare our lives with those of, people living several
hundred years ago, where just staying alive in the winter was no simple matter. They also did not have the
leisure that is available to us today, let alone such miracles as television, which of course has its down side.

As an aside, I think this is an example of a misuse of technology for which engineers are in no way responsible.
It is clear to me that there are other institutions in our society that are to blame for misusing this miraculous
invention by reducing it to a vehicle for selling toiletries and for showing programs that dull the minds of those
who watch them.

Achieve and maintain professional competence is not always thought of as an ethical point but in this instance it
really is ethical. It does not matter whether a building collapsed because an engineer took a bribe and used
inferior materials or because the engineer made an error in specifying the size of a beam. Incompetence and
other forms unethical behaviour can have in general indistinguishable results, so competence becomes an ethical
point.

If you accept these as three underlying precepts that are not going to be debated by anybody, and it is difficult to
see how anybody would argue that these are not important moral points or that each by itself should not be
violated without strong counter-arguments based on other considerations, then we can formulate some useful
ethical rules. For example, engineers shall regard their responsibility to society as paramount and shall:

1) Inform themselves and others, as appropriate, of the consequences, direct or indirect, immediate and remote,
of projects they are involved in. This addresses itself primarily to the question effects. One has an obligation
to do a reasonable amount of work, although there are limits as to how far one can go in trying to foresee all
possible consequences.

2) Endeavour to direct their professional skills toward conscientiously chosen ends they deem, on balance, to
be of positive value humanity; declining to use those skills for purposes they consider, on balance, to
conflict with their moral values. Engineers make their decisions on their own set of moral values, which
means different engineers could arrive at different conclusions with respect to particular projects. What they
are obliged to do is to make the effort. What would be unethical would be to work on a project without
having given any thought as to whether on balance it is a good thing.

3) Hold paramount the safety, health, and welfare of the public, speaking out against abuses of the public
interest that they may encounter in the course of professional 13 22 activities in whatever manner is best
calculated to lead to a remedy.

F) CONCLUSION

There are many interesting and pressing ethical topics that engineering and technology give rise to. This special

issue features authors who all make an effort in identifying problems and offering possible solutions. The

authors have various backgrounds: moral philosophers, philosophers of science and engineers who have
devoted research on ethical aspects of their work. The basis is there for an interdisciplinary, international
research community.
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ABSTRACT

Public Speaking Skills are important aspect of students in higher education. They have to present their works in
the form of assessment and enhance verbally engaged experiential learning in small and large group settings.
This research evidences that many students experience speech anxiety and also sought further insight into the
six themes namely: fear of being judged, physical symptoms, uncertainty about the topic, negative effect on
university experience, practice and preparation, and more needed practical support. The second objective was
to determine whether their fear affected their experience in higher education or not. The results of this survey
identify the differences between Trait-anxiety, State-anxiety, and Scrutiny fear in public speaking. It provides
evidence of the overall negative effect on their higher education experience and suggests that the higher
education institutions should admit the presence of speech anxiety among students and guide them by providing
more support in oral presentation and assessments for overcoming the issue.

Keywords: Speech Anxiety, Public Speaking Skills, Experiential-learning, Overcome the Fear of Presentation
and Assessment

A) INTRODUCTION

Students are very common among them but their performance level is different. Before they begin the practical
tasks or activities, why do they feel that they won’t be able to deliver a speech or presentation well! They start
to feel what people think about me! They are interested in me or not, due to their speech anxiety, stage fear, lack
of confidence and negative thoughts in mind. All these start to creep them from inside and leading them to low
participants or failure or rejection.

The main purpose of this study is to identify the cause behind the impact of speech anxiety known as
glossophobia on students’ public speaking skills and to investigate finding a solution to it. “As soon as the fear
approaches near, attack and destroy it”- Chanakya.

What people thinkThey are interested in
about me!

e or not!

Fig.1: Speaker Thinks on People’s View

B) OBJECTIVES
Simply learning what to say is not Effective Public Speaking but developing how to say with confidence so, the
study aims to examine the following:

e Understanding the nature of Speech Anxiety (SP) and dealing with it to build your brand
e Analyse objectively the formation of students’ habitual frame
e Understand the importance of personal preparation and routine practice in your topic

e Apply Cognitive Restructuring (CR) techniques to create a more positive frame to minimize your anxiety
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C) LITERATURE REVIEW

In today’s world, many people do not have the potential to speak in front of the public. Some people have stage
fear or shyness, some have a lack of confidence and some have inferiority complex and anxiety so the experts
considered it a Social Anxiety Disorder. People’s level of anxiety is not the same in every person because
speech anxiety affects every seven out of ten people and as much as 77% of the population. The National
Institute of Mental Health report says that the reason for speech anxiety in 73% of the population is a judgment
or negative evaluation by others.

Fig.2: Level of Anxiety

To study more of the above points, a number of other literature and articles are referred for exploring the reality
of students’ anxiety. Here you can see the views and ideas of them:

1.

AN NN

-g

In the year 2012, Weissman’s review presents the reasons of some speakers’ fast speech: 1. they come in
front of an audience, 2. the pressure of the situation prompts them to rush and 3. when time wrap that causes
them to do it.

J. Davidson’s book “The Complete Guide to Public Speaking” (2003) covers every aspect from preparation
and execution to issues and provides complete guidance to public speaking with professional advice.

“Speaking with Confidence” (2011) by Ronald P. Grapsy deals with Communication Apprehension (CA)
means the fear of public speaking which is common in our society and it guides to conquer the nervousness
associated with public speaking, factors that lead to this anxiety and then take specific steps to overcome
this communication apprehension.

“Communication Apprehension” can impact many diverse areas; from one’s level of self-esteem (Adler,
1980) and how you are perceived by others (Dwyer & Cruz, 1998), to succeed in school, achieving high
grade-point averages, and even landing job interview opportunities (Daly & Leth, 1976).

Morgan’s review (2008) provides tips that hold great importance during speech or presentation:
Intent to be passionate about your topic

Intent to connect with audience

Intent to listen to your audience

Intent to open with your audience

HYPOTHESIS

Factor 1: Students Face Failures - In institutions, most of the students are nervous so they face failures in
making projects and explanations. These activities require careful planning which is felt like an unpleasant
task for them. Speaking in front of peers and higher authorities is the most difficult task and stressful for
them which make their presentation skills negative impact and inefficient. Here, students need to realize
that they are not the only ones who may go through these emotions but also every speaker. According to
Lucas (2011), “Many people who converse become easily in all kinds of everyday situations become
frightened at the idea of standing up before a group to make a speech.”

Factor 2: Students’ Fear and Nervousness - Many education level staff prepare many types of activities,
presentations, demonstrations, etc. to develop students’ personalities. Students generally avoid these
opportunities due to their fear and nervousness. It can be a serious issue that act as hurdle for developing
public speaking skills, and achieving goals both personal and professional. Professionals to have direct
contact with the speaker and the audience are expected to regularly keep on improving their communication
skills.
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Factor 3: Speech or Communication Anxiety — Communication Anxiety (CA) or Glossophobia is the fear
of public speaking which makes one feel alone in the struggle. It is spread worldwide and become an
obstacle to higher education and professional success. McCroskey (1976) indicates that 20% or more of the
U.S. population has a high degree of communicative anxiety. When people have higher levels of CA, they
avoid interaction in personal important classrooms, professional relationships and social situations which
results from miscommunication and misunderstanding. One must conquer it by taking specific steps to
recognize the factors of the anxiety and overcome that. “I learned that courage was not the absence of fear,
but the triumph over it.” — Nelson Mandela.

Factor 4: Classification and Symptoms of Speech Anxiety - Speech Anxiety includes fear, shyness,
nervousness, feelings and worries. The most common mental health disorders symptoms encountered by
public speakers are: shaking, trembling, sweating, dry mouth, creaky voice, dizziness, butterflies in the
stomach, shortness of breath and rapid heartbeat.

Factor 5: Negative Impact of Glossophobia - Many students can’t express their emotions even though
they deliver speeches on daily basis. They may still experience anxiety about talking in front of others.
Generally, the glossophobia students feel isolated and have a higher than normal risk of developing anxiety
disorders which can make them become hindered by their thoughts on what to say, how to say, how to
attract an audience, how to keep the audience’s interest and how to gain their interest of hearing and be
calm.

Factor 6: Cognitive Reformation - Cognitive Reformation means nurturing a change in attitude by self-
reflective routine and it has three steps internal process: 1. Identify objectively what you think 2. Identify
any inconsistencies between perception and reality 3. Replace destructive thinking with supportive thinking.
These are very easy to understand but the execution is possibly a bit difficult! An individual who follows
three steps of cognitive restructuring can deliberately adjust how one perceives an action or experience
(Mattick et al., 1989).

METHODOLOGY

Introduction: A fieldwork is undertaken by studying 20 engineering fellow classmates and investigating
their cognitive reformation before and after the activities of the subject Professional Communication &
Ethics-I (PCE-I). It deploys analysis and assessment of the way students can understand their speech
anxiety and find a solution to overcome it. Nelson Mandela said, “The brave man is not he who does not
feel afraid, but he who conquers that fear.”

Students habitually adopt some kinds of behaviour later it could be very difficult to break so the research
methodology educates them by inculcating the knowledge of understanding the differences among Trait-
anxiety, State-anxiety, Scrutiny fear and Cognitive Reformation which help them deal with their “personal
brand” of Communication Anxiety. It also guides them to conquer their fear and become brave by providing
the knowledge - the importance of paralanguage in the flow of speech, tips for improving public speaking
skills, fight against glossophobia and the benefit of cognitive behavioural therapy.

The knowledge of the above employing cognitive reformation helps them to know about how people
develop habitual frames of reference, the way they approach an anticipated experience and change habits
into counterproductive and delivering effective presentations. They were investigated in the following
ways:

Trait Anxiety
State Anxiety
Scrutiny Fear

Cognitive Reformation

- “
Stage-fear Confusion Forgot

Fig.3: Trait-Fear Reactions
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Trait-Anxiety: It is associated with an individual’s personality that makes a person feel “shy” and leads to
frequently avoiding interaction with others and becoming undefined on perception and persuasion.
Researchers say generally this type of judgement is not difficult but it becomes a pattern of behaviour
expressing themselves publicly with disbelief and hesitation. The above figure presents the anxiety of
students: stage fear, confusion and forgot at the stage performance.

State-Anxiety: Individuals find the state anxiety themselves from the external situation. In this image,
everyone has a good eye-contact except the girl due to some personal trait or social anxiety associated with
scrutiny and negative evaluation or experience at an early age like forgetting a line in a speech on poorly
performing in a play in front of their class which result a bit of public awkwardness.

' Fig.4: Avoid Eye-contact (State-anxiety)

Scrutiny Fear: A scrutiny fear sprouts out while undertaking an activity in a situation. Students often
worry more about their grade rather than what is contained in their presentation where one is being
observed or one see himself or herself as being watched. Students usually develop a combination of
personal and witness from student-oriented experiences which are considered as a habitual frame of
reference that involves not interacting with other people. Studies have even shown that the possibility of a
negative experience can lead many students to skip assignments or drop a class — even when that class is
required for graduation (Pelias, 1989).

Application of Cognitive Reformation (CR): Everyone is unique. Each case of speech anxiety is personal
and different. To deal effectively with CA, the first step is finding its primary cause and recognising
different forces connected to different situations and then minimising the cause means overcoming the
condition. Cognitive Reformation helps you effectively address the both presence of state anxiety and the
appearance of scrutiny fear and alert the experience. It involves the development of one’s skills as a speaker
and one’s attitude about the situation either “presenting” to a public audience or to a small group of close
friends or both.

Importance of Paralanguage in Flow of Speech: Action speaks louder than words like that Paralanguage
is the component of spoken communication that uses non-verbal cues to reveal emotions and sentiment. It
involves voice variation accompanying words to make the audience fully understand the essence of speech.
The four major elements of the paralanguage are presented in this figure which makes your presentation
interesting:

Paralanguage

’ ‘ v .

Pitch Volume Rate Tone
Fig. 5: Major Elements of Paralanguage

The following points help you present your topic in a very understandable manner:

Table 1: Description of Four Major Elements of Paralanguage

Four Major Elements of Descriptions
Paralanguage
1. Pitch It represents the high and low of your voice. It is used according to the topic
in public speaking, if you handle it perfectly; it makes your speech
effective.
2. Volume It represents how loudly or softly you can speak in public speaking. Your
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loud voice makes audience irritated and soft voice not listen anything. So, it
is important to manage your volume to make audience listen clearly and
understand your speech.

3. Rate This represents the speed at which you speak. Your too fast speech make
your audience not understand anything and your too slow speech make
them. So, it is important to manage your speed of speech depend on topic.
4. Tone It represents how pleasant or unpleasant your voice which means you need

to follow better rhythm of speech for effective public speaking.

5. Tips for Improving Public Speaking Skills: The fear of public speaking is a common form of anxiety that
make many people suffer through shaking hands and a quavering voice and avoid the public speaking
situation. It can range from slight nervousness to paralyzing fear and panic. The main question is, “How
can you overcome your fear of public speaking?” You can overcome your speech anxiety by the following
points:

Understand
your ftopic

Focus on
your Be organized
presentation

Practice more

Think positive R AOrE

Fig. 6: Tips for Improving Public Speaking

e Understand of the Topic: The how better you understand what you have to talk about is very important. It
helps you make less mistakes and if you get off your track, you will be able to recover quickly.

e Be Organized: It is a manner of carefully planning what you want to present it and how you want to
present. The more organized makes you less nervous. Visit the venue and review available equipment
before your presentation.

e Practice more and More: The several time’s hands-on practice keeps you in your comfort zone and afraid
sometimes leads you to overestimate and bad things to be happen. List your specific worries and then
identify the possible alternatives to overcome it by doing a speech in front of a mirror or with family and
friends and asking for feedback. Make a video of your speech, watch it to work on your mistakes and bring
modifications. All will help you to present who are less familiar.

e Think Positive: Imagine the positive thought like your presentation will go well. It can help you decrease
your speech anxiety and negativity at some level and can improve your social performance. Here, when you
are before the podium, take a deep breath which can make you very calm and relaxed.

e Focus on Your Presentation, not on Your Audience: Usually, people look for new information only not
how it is presented. So, don’t fear losing track or start to feeling nervous if you do, your mind goes blank
and makes you silent. In that case, just take a few slow, deep breaths. Your audience may not notice your
nervousness even if they do notice, they may root for you and want your presentation to be a success.

¢ Recognize your success: Everyone makes mistakes so after speaking, look at any mistakes you made as an
opportunity to improve your skills. Join a group that offers support and focuses on training people in public
speaking and leadership skills.

6. Cognitive Behavioral Therapy: It is a skills-based approach used for reducing the fear of public speaking
and resulted as a successful treatment. People become nervous when they do public speaking which is
called Performance Anxiety. It happens because of the mistakes done by people in previous speech which is
called a habitual frame of reference. To solve this issue, we can use cognitive behavioural therapy or
medications sometimes both. Students’ habitual frame of reference is given in the following table:
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Table 2: Cognitive Behavioural Therapy for Habitual Frame of Reference

Habitual Frame Descriptions
of Reference
1. Fear of being Fear of being judged means students when deliver a public speech worried
judged about what people will think about them and they are interested on them or
laugh at them and then they are not able to make eye-contact, shy to talk in
front of a large number of audience and many more things which result the
speech anxiety.
2. Physical When students feel anxiety while speaking it can be seen physically by shaking
symptoms hand and tongue tied speech which directly affect their confidence low.
3. Uncertainty of | It emphasizes the understanding of the topic well and fluency in speech avoid
the Topic mistakes while speaking and forgetting some parts that need to say.

7. Tips For Fight Against Glossophobia
Some experts say that glossophobia is remarkably common as much as 77% of the population. To overcome
this, they have to follow these steps:

Table 3: Steps to Overcome Glossophobia
Sr. No. Steps to be Followed
Know your topic
Get organized
Practice, and then practice some more
Challenge specific worries
Visualize your success
Do some deep breathing
Focus on your material, not on your audience
8 Don't fear a moment of silence

NN A (W N -

Process Results: One of the basic ways of maximizing performance is becoming aware of going into any
activity with a positive attitude. The study started with 20 first-year engineering students over eight-weeks
practice. It conducted a workshop and provided training for on-stage personalities such as dressing and
grooming, body language (eye contact, facial expression, gesture and posture), walking towards the dais and
back to the seat, handling card and cardless microphone on the podium, etc. Each student has got hands-on
practice to overcome stage fear while presenting the following activities: dialogue, speech, role-play and case
study. The mentor tested students’ Cognitive Reformation and assessed each of the respondent’s flow of speech,
language, body language and paralanguage. The findings draw the conclusion and presented the tailored data in
table 1:

Table 4: Impact of Cognitive Restructuring
Sr. Various Training & Before Cognitive After Cognitive Restructuring
No. Practical Activities Restructuring

1 Walking towards dais
and back to seat

Each one feared coming
to dais and positioning at
the centre

Each one recognizes that it attracts
audience to pay attention to the
speaker.

2 Handling card and Don’t have idea about it Each one recognizes that audio
cardless microphone on and worried to use it. provides clear and loud sound to
podium audiences that lead to get success.

One is worried about
being judged harshly
about making an
embarrassing mistake.
Each one worried about
how to use these in
proper ratio.

3 Body language (eye-
contact, facial
expression, gesture and
posture)

4 Use of three approaches:
language, body language
and paralanguage

One recognizes that audiences look
at who is speaking and understand
the communication to become a
success.

Each one recognized the
proportionate of these three
approaches makes effective
communication.

Treatment of Results: Students identified and analyzed the benefit of this practice and realized the importance
of each case. Results reflect the relative strength and the relative importance of the different approaches of
training and hands-on practice and different methods of sharing ideas and information. The findings are
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classified according to the number of respondents chose an option and the critical reviews are analyzed and
reviewed to draw the conclusions on whether the hypothesis is valid or not.

RESULTS AND DISCUSSION

1.

Many students have a humble nature and they tend to feel uncomfortable while speaking in front of others
due to the habitual frame of reference.

2. This habit leads them to gain a lack of confidence which is the most common reason for fear of public
speaking.

3. Burgess (2013, October 30) reports that according to a survey on common phobias, fear of public speaking
was found to be a more pressing concern than death.

4. The study discovered that students who had a good command over debates and speeches performed better in
presentations.

5. Even if a student fears public speaking, he can perform well in it through continuous rehearsal and
tremendously improve upon this skill.

6. The mentors play a major role in giving support and confidence to the students and they can help them to
overcome speech anxiety.

CONCLUSION

This study carried out the information about the speech anxiety of the students which is very common among
people. The research proves that public speaking is a learning skill and the fear of public speaking can be
overcome by doing rehearsal and hands-on practice. It concludes that students’ cognitive reformation helps
them to gain all the required skills that lead them to get success in their personal and professional life.
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ABSTRACT

The main purpose of this paper is to introduce apache application and give some information about it. For the
readers who are not familiar with Apache Zookeeper, We hope that this paper will be a useful map for
researchers who are going to explore further about Apache Zookeeper, an open server, although some parts of
the map are very rough and other parts are empty, and waiting for the readers to fill in.

I. INTRODUCTION
In the Hadoop ecosystem, Apache Zookeeper plays an important role in coordination amongst distributed
resources. Apart from being an important component of Hadoop, it is also a very good concept to learn for a
system design interview.

In very simple words, it is a central data store of key-value using which distributed systems can coordinate.
Since it needs to be able to handle the load, Zookeeper itself runs on many machines.Zookeeper provides a
simple set of primitives and it is very easy to program to.

Chent Chient

II. Zookeeper Coordination
Say, there is an inbox from which we need to index emails. Indexing is a heavy process and might take a lot of
time. So, you have multiple machines which are indexing the emails. Every email has an id. You can not delete
any email. You can only read an email and mark it read or unread. Now how would you handle the coordination
between multiple indexer processes so that every email is indexed? If indexers were running as multiple threads
of a single process, it was easier by the way of using synchronization constructs of programming language.

But since there are multiple processes running on multiple machines which need to coordinate, we need central
storage. This central storage should be safe from all concurrency-related problems. This central storage is
exactly the role of Zookeeper.

III.  Zookeeper Architecture

Master Centains infermation about Zookeoper Ensembls

Worker nodes in its cluster

e
Zk-Client
Vorkar | Warker Wworker
Zk-Client | Zhk-Client | Fh-Cliene

Workers do the acoual Job

Servers of the Zookeeper Enzemble
coordinate with the members of che
cluster
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Zookeeper Architecture within the Cluster
In standalone mode, it is just running on one machine and for practical purposes we do not use stanalone mode.
This is only for testing purposes as it doesn’t have high availability.

In production environments and in all practical use cases, the replicated mode is used. In replicated mode,
zookeeper runs on a cluster of machines which is called an ensemble. Basically, zookeeper servers are installed
on all of the machines in the cluster. Each zookeeper server is informed about all of the machines in the
ensemble.

The zookeeper client is installed with the machines in the cluster, and each of the clients gets connected with
one of the servers in the zookeeper ensemble.

These clients request and get response from the zookeeper servers they are connected to. Also, these clients
keep sending signals(technically known as heartbeats) to mark their presence to the zookeeper servers. If one or
more machines are not active(or they fail), they would no longer be able to send their heartbeats. This is an
indication for zookeeper that those machine(which didn’t send heartbeats) have failed and there is a need for
backup. In such a case, zookeeper notifies a responsible component(like YARN) so that the necessary actions
could be taken and make the cluster resilient and highly available.

So basically, Zookeeper acts as a monitoring tool which keeps with it all the configuration data of the cluster.

IV.  Zookeeper Data Model

The way we store data in any store is called a data model. In case of zookeeper, it uses a data model like a
directory tree. Think of the data model as if it is a highly available file system with few differences. We store
data in an entity called znode. The data that we store should be in JSON format which Java script object
notation. The znode can only be updated. It does not support append operations. The read or write is an atomic
operation meaning either it will be full or would throw an error if failed. There is no intermediate state like half-
written. znode can have children. So, znodes inside znodes make a tree like heirarchy. The top level znode is
“/”. The znode “/z00” is child of “/” which top level znode. duck is child znode of zoo. It is denoted as
/zoo/duck. Though “.” or *“..” are invalid characters as opposed to the file system.

V. Election & Majority
As soon as the zookeeper servers on all of the machines in ensemble are turned on, the phase 1 that is leader
selection phase starts. This election is based on Paxos algorithm. The machines in ensemble vote other machine
based on the ping response and freshness of data. This way a distinguished member called leader is elected. The
rest of the servers are termed as followers. Once all of the followers have synchronized their state with newly
elected leader, the election phase finishes.

The election does not succeed if majority is not available to vote. Majority means more than 50% machines. Out
of 20 machines, majority means 11 or more machines. If at any point the leader fails, the rest of the machine or
ensemble hold an election within 200 millseconds. If the majority of the machines aren’t available at any point
of time, the leader automatically steps down.

The second phase is called Atomic Broadcast. Any request from user for writing, modification or deletion of
data is redirected to leader by followers. So, there is always a single machine on which modifications are being
accepted. The request to read data such as Is or get is catered by all of the machines.

Once leader has accepted a change from user, leader broadcasts the update to the followers — the other
machines. [Check: This broadcasts and synchronization might take time and hence for some time some of the
followers might be providing a little older data. That is why zookeeper provides eventual consistency no strict
consistency.]

When majority have saved or persisted the change to disk, the leader commits the update and the client or users
is sent a confirmation. The protocol for achieving consensus is atomic similar to two phase commits. Also, to
ensure the durability of change, the machines write to the disk before memory.

If you have three nodes A, B, C with A as Leader. And A dies. Will someone become leader? Either B or C will
become the leader.

If you have three nodes A, B, C with C being the leader. And A and B die. Will C remain Leader?
C will step down. No one will be the Leader because majority is not available.

As we discussed that if 50% or less machines are available, there will be no leader and hence the zookeeper will
be readonly. Don’t you think zookeeper is wasting so many resources?
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The question is why does zookeeper need majority for election?

Say, we have an ensemble spread over two data sources. Three machines A B C in one data center 1 and other
three D E F in another data center 2. Say, A is the leader of the ensemble. And say, The network between data
centres got disconnected while the internal network of each of the centers is still intact.

If we did not need majority for electing Leader, what will happen?

Each data center will have their own leader and there will be two independent nodes accepting modifications
from the users. This would lead to irreconcilable changes and hence inconsitency. This is why we need majority
for election in paxos algorithm.

Sessions in Zookeeper
Lets try to understand how do the zookeeper decides to delete ephermals nodes and takes care of session
management.

A client has list of servers in the ensemble. The client enumerates over the list and tries to connect to each until
it is successful. Server creates a new session for the client. A session has a timeout period — decided by the
client. If the server hasn’t received a request within the timeout period, it may expire the session. On session
expire, ephermal nodes are deleted. To keep sessions alive client sends pings also known as heartbeats. The
client library takes care of heartbeats and session management.

The session remains valid even on switching to another server. Though the failover is handled automatically by
the client library, application can not remain agnostic of server reconnections because the operation might fail
during switching to another server.

Application of Zookeeper
Let us say there are many servers which can respond to your request and there are many clients which might
want the service. From time to time some of the servers will keep going down. How can all of the clients can
keep track of the available servers?

It is very easy using ZooKeeper as a central agency. Each server will create their own ephermal znode under a
particular znode say “/servers”. The clients would simply query zookeeper for the most recent list of servers.

Lets take a case of two servers and a client. The two server duck and cow created their ephermal nodes under
“/servers” znode. The client would simply discover the alive servers cow and duck using command Is /servers.

Say, a server called “duck” is down, the ephermal node will disappear from /servers znode and hence next time
the client comes and queries it would only get “cow”. So, the coordinations has been made heavily simplified
and made efficient because of ZooKeeper.

Zookeeper APIs
You can use the ZooKeeper from within your application via APIs — application programming interface.
Though ZooKeeper provides the core APIs in Java and C, there are contributed libraries in Perl, Python, REST.

For each function of APIs, synchronous and asynchronous both variants are available. While using synchronous
APIs the caller or client will wait till ZooKeeper finishes an operation. But if you are using asynchronous API,
the client provides a handle to the function that would be called once zooKeeper finishes the operation.

Benefits of ZooKeeper
Here is the list of various Advantages of using Apache ZooKeeper:

@ Benefits of (X Zookeeper
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a. The Simple Distributed Coordination Process
The coordination process between all nodes in Zookeeper is very simple.

b. Synchronization

Working of Zookeeper is highly synchronized, that means there is mutual exclusion as well as co-operation
between server processes. Basically, this synchronization helps in Apache HBase for the purpose of
configuration management.

¢. Ordered Messages
Zookeeper track with a number, by denoting its order with the stamping of each update, through all the
messages are ordered here.

d. Serialization
According to specific rules, Zookeeper encodes the data. Additionally, it ensures that our application is running
consistently or not. Though, in MapReduce, we use this method (Serialization) to coordinate queue to execute
running threads.

e. Speed
In the cases where ‘Reads’ are more common, it runs with the ratio of 10:1, which is great speed.

f. Scalability
Furthermore, it is possible to intensify the performance of Zookeeper by deploying more machines.

g. How is the Order Beneficial?
As we know, Messages in Zookeeper is in perfect order. So, in order to implement higher-level abstractions that
order is required. That’s how the order is beneficial for us.

h. ZooKeeper is fast

In the cases of “read-dominant” workloads, Apache Zookeeper works very Fast.

i. Reliability

Also, we can say that Zookeeper is very reliable. It is because as soon as it applies the update until a client
overwrites the update, that will persist from that time forward.

j- Atomicity

There are only two cases possible, either data transfer succeed or rather fail completely. Though there is no case
of the partial transaction.

k. Timeliness
In simple words, up-to-date, that means in some definite time amount, system’s client’s view is up-to-date or on
time.

X. Limitations of Zookeeper

Since, every coin have two sides, in the same way after so many advantages of Zookeeper there are few
disadvantages also. So, here is the list of several Cons of Zookeeper:

a. Adding New ZooKeeper Servers Can Lead to Data Loss

In existing server, Data Loss occurs at the time when the number of new ZooKeeper servers exceeds the number
which already exists in the ZooKeeper service. At the same time, the Start command is issued to the ZooKeeper
service, and the new servers can form a quorum.

b. No Migration
Without user intervention, the ZooKeeper server cannot be migrated from version 3.4 to 3.3, then back to 3.4.

c. Node Count
Make sure that only 3 or 5 ZooKeeper nodes are allowed.

Limitations of Zookeeper
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d. Rack-Aware Replication
Currently, it does not supports Rack placement and awareness.

e. Scaling In
The service does not support reducing the number of pods, to prevent accidental data loss.

f. Disk Changes
Also, the service does not support changing volume requirements after initial deployment, to prevent accidental
data loss from reallocation.

g. Virtual Networks
One more loss is the service may not be switched to host networking without a full re-installation when the
service is deployed on a virtual network. In addition, for attempting to switch from host to virtual networking
their is the same case.

h. Kerberos
On virtual networks, it does not support enabling Kerberos, currently.

i. Limited Support
There is such limited support for cross-cluster scenarios. However, no CP system will support cross-cluster all
the way. Though we can say consul seems to do better at this.

j- Complex
Moreover, we can say for the faint of heart, ZooKeeper is not right. Since it pretty heavy that’s why also it will
require us to maintain a fairly large stack.

So, this was all in Apache ZooKeeper Pros and Cons. Hope you like our explanation.

XI. CONCLUSION
In Conclusion, we briefly understood some of the nitty-gritty details on various concepts included in the
Zookeeper technology. Thus, our understanding of zookeeper with the help of a case study where will be able
to appreciate the significance of zookeeper in a given distributed computing scenario.
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ABSTRACT
The purpose of this project is to develop an online food ordering system. It is a system that enables customer of
Food to place their order online at any anytime at any place.

The reason to develop the system is due to the issues of facing by Food Industry. These issues are such as peak
hour-long queue issues, increase of take away than visitors ,speed major request of Food management ,
limited promotion, and quality control of food management.

Therefore this system enhances the speed and standardization of taking orders from the customers and display
it to the staff in the kitchen accordingly.

Since the onset of the COVID-19 pandemic, restaurants and other small businesses worldwide have looking for
ways to adopt contact-free strategies that cultivate a healthier and safer dining Experience.

Since the onset of the COVID-19 pandemic, restaurants and other small businesses worldwide have been
looking for ways to Adopt contact free statergies that cultivate a healthier and safer dining experience QR
codes that take customers to a personalized menu where they can peruse their options, order directly from their
smartphone and pay, all from their phone. This kind of contact-free technology will completely alter how we
view experience as a whole, not just during this global pandemic but also beyond it.

It’s going to change the trajectory of how we approach restaurants and restaurant technology at its Core.

This kind of contact-free technology will completely alter how we view the restaurant experience as a whole,
not just during this global pandemic but also beyond it.

It’s going to change the trajectory of how we approach restaurants and restaurant technology at its very Core.

Keywords:

INTRODUCTION
Food ordering system means it an application which will help restaurants to optimized and control over their
restaurants. And my project “Food ordering system” {Oderista} is also based on the same point.

Through this website user can do a lot of things from anywhere from home, from office, from train and many
more places.

User can order his/her favourite food from desired restaurant and enjoy them with his/her loved ones. and
through this website only the admin who has the contraption power of this website can look up to every
activities of user and can guide or help them whenever a user is needed for help.

As you open the website Oderista animated page will load and it will have two options one i.e log-in and other
i.e sign-up.

If a user is new to the website then he has to sign-up first then he will get a user id and password , through
which he can then

Login into the website easily, and if he has that user id and password from previously so he can direct switch
on to login area.

After login the user will be redirected to home page where he will get to see a navbar containing options like
about section, menu section , cart section, contact section, logout section .

Scrolling down there he will get option to explore our website. Then if he want to book order for food then he
will get option of verities of foods options user have to go down the website where the option will be available.

User can book his favourite foods and can cancel it also , after booking the page will redirect to add to cart he
will get a message that his order has been placed after that it will lead to the payment option , where user has to
pay the required amount through Cash on Delivery or Wallet.
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And all these activities can be controlled by admin he will get notification whenever any user will login into the
website and place any order. Admin can add, delete and update foods and drinks option and can handle the
database options also.

All over the world wide, the food delivery account for the 93 milion, the one percent is form total food market
and including the 4 percent restaurant and fast food chains in many countries this no growth rate will
continually to increase at 3.5 percent in the next five yrs.

Most of the restaurant in India still use the waiter to take customer orders. This method is still consider efficient
if the restaurant are not crowded, but however if the restaurant are crowded with the customers, it will arise a lot
of human error that made by the waiter such as missing of order papers, mistake in jot down the order, did not
have a waiter to take the order from customers and others. Therefore, this project proposes a Food Ordering
System Using QR Code (FOSuQC) to address the stated problem.

This application will be use a mobile application for the customers and web application for the staff of the
restaurant. The customers need to use their phone with the application that has been installed to scan the QR
code from the menu. Then, the customers must submit the order to make a confirmation and it will directly send
to the kitchen. The staff at the restaurant can manage the menu such add a new items, delete the items of the
food or update the menu easily.

By using this system, the staff of the restaurant can make a change of the menu easily. Besides, the ordered
menu list also will be view in this system. The staff will prepared the food based on the ordered menu that will
be listed out on the screen

I. LITERATURE REVIEW

In [1] an automated food ordering system is proposed which will keep track of user orders smartly. Basically,
they implemented a food ordering system for different type of restaurants in which user will make order or
make custom food by one click only. By means of android application for Tablet PCs this system was
implemented. The front end was developed using HTML ,CSS, Javascript and at the backend MySQL database
was used. In [2] Customer using a Smartphone is considered as a basic assumption for the system. When the
customer approach to the restaurant, the saved order can be confirmed by touching the Smartphone. The list of
selected preordered items shall be shown on the kitchen screen, and when confirmed, order slip shall be printed
for further order processing. The solution provides easy and convenient way to select pre-order transaction form
customers. In [3] there was an attempt to design and implementation of digital dining in restaurants using
android technology. This system was a basic dynamic database utility system which fetches all information
from a centralized database. This application improved the accuracy and efficiency of restaurants as well as
human errors. Earlier drawbacks of automated food ordering systems were overcome by this system and it
requires a onetime investment for gadgets. In [4] an application of integration of hotel management systems by
web services technology is presented. Ordering System Kitchen Order Ticket (KOT), Billing System, Customer
Relationship Management system (CRM) are held together by the Digital Hotel Management. Add or expand of
hotel software system in any size of hotel chains environment was possible with this solution.In [5] research
work aims to design and develop a wireless food ordering system in the restaurant. Technical operations of
Wireless Ordering System (WOS) including systems architecture, function, limitations and recommendations
were presented in this system. By providing higher quality customer service and reducing human errors to
improve the management aspect for restaurants, pervasive application will be a valuable tool due to the high
demands of handheld devices such as PDAs.In [6] along with customer feedback for a restaurant a design and
execution of wireless food ordering system was carried out. It enables restaurant owners to setup the system in
wireless environment and update menu presentations easily. Smart phone has been integrated in the
customizable wireless food ordering system with real-time customer feedback implementation to facilitate real-
time communication between restaurant owners and customers.

In Paper [7], the purpose of this study was to investigate the factors that influence the attitude of internet users
towards online food ordering in Turkey among university students. A Technology Acceptance Model (TAM)
developed by Davis in 1986 was used to study adoption of Web environment for food ordering. Trust,
Innovativeness and External Influences are added to the model as main factors along with TAM. In Paper [8],
the research work aims to automate the food ordering process in restaurant and also improve the dining
experience of customers. Design implementation of food ordering system for restaurants were discuss in this
paper. This system implements wireless data access to servers. The android application on user’s mobile will
have all the menu details. Kitchen and cashier receives the order details from the customer mobile wirelessly.
These order details are updated in the central database. The restaurant owner can manage the menu
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modifications easily.In Paper [9], this research works on efforts taken by owners of restaurants to adopt
information and communication technologies such as PDA, wireless LAN, costly multi-touch screens, etc. to
enhance dining experience. This paper highlights some of the limitations of the conventional paper based and
PDA-based food ordering system and proposed the low-cost touch screen-based Restaurant Management
System using an android Smartphone or tablet as a solution.

PROJECT DESIGN AND IMPLEMENTATION

3.1 Overview
Food ordering system means it an application which will help restaurants to optimized and control over their
restaurants. And my project “Food ordering system” {Oderista} is also based on the same point.

Through this website user can do a lot of things from anywhere from home, from office, from train and many
more places.

User can order his/her favourite food from desired restaurant and enjoy them with his/her loved ones. and
through this website only the admin who has the contraption power of this website can look up to every
activities of user and can guide or help them whenever a user is needed for help.

3.2 Proposed System

To overcome the restrictions of above system, based on Internet of Things an Online Food Ordering System is
proposed. The use of mobile technology has revolutionized as the Android devices have gained popularity in the
automation of routine task in wireless environment.

For mobile devices such as smart-phones and tablets android is a Linux built operating system. As a general
Objective of the study to develop a reliable, convenient and accurate Food Ordering System is considered. As
an objective, a system that will surely satisfy the customer service will be considered.

To design a system that can accommodate huge amount of orders at a time and automatically compute the bill is
one of the key objectives. One of the important objective is to evaluate its performance and acceptability in
terms of security, user-friendliness, accuracy and reliability. One of key objective is to improve the
communication between the client and customer.

II. TECHNOLOGY STACK
Technologies Used
Front End

1. Html

Hypertext Markup Language (HTML) is the standard markup language for documents designed to be displayed
in a web browser. It can be assisted by technologies such as Cascading Style Sheets (CSS) and scripting
languages such as JavaScript. Web browsers receive HTML documents from a web server or from local storage
and render the documents into multimedia web pages. HTML describes the structure of a web page semantically
and originally included cues for the appearance of the document.

2. Css

Cascading Style Sheets (CSS) is a style sheet language used for describing the presentation of a document
written in a markup language like HTML.CSS is a cornerstone technology of the World Wide Web, alongside
HTML and JavaScript.CSS is designed to enable the separation of presentation and content, including layout,
colors, and fonts.This separation can improve content accessibility, provide more flexibility and control in the
specification of presentation chracteristics, enable multiple web pages to share formatting by specifying the
relevant CSS in a separate .css file, and reduce complexity and repetition.

3. Javascript

JavaScript s a high-level, interpreted scripting language that conforms to the ECMAScript specification.
JavaScript has curly-bracket syntax, dynamic typing, prototype-based object-orientation, and first-class
functions.Alongside HTML and CSS, JavaScript is one of the core technologies of the World Wide
Web.JavaScript enables interactive web pages and is an essential part of web applications. The vast majority of
websites use it,and major web browsers have a dedicated JavaScript engine to execute it.As a multi-paradigm
language, JavaScript supports event-driven, functional, and imperative (including object-oriented and prototype-
based) programming styles.

27




International Journal of Advance and Innovative Research ISSN 2394 - 7780
Volume 9, Issue 2 (XX): April - June 2022

Back End

1 Php

PHP is a server side scripting language that is used to develop Static websites or Dynamic websites or Web
applications. PHP stands for Hypertext Pre-processor, that earlier stood for Personal Home Pages. PHP scripts
can only be interpreted on a server that has PHP installed. The client computers accessing the PHP scripts
require a web browser only. A PHP file contains PHP tags and ends with the extension ".php".

Database
Database A database management system (DBMS) is computer software designed for the purpose of managing
databases, a large set of structured data, and run operations on the data requested by numerous users.

Typical examples of DBMSs include Oracle, DB2, Microsoft Access, Microsoft SQL Server, Firebird,
PostgreSQL, MySQL, SQLite, FileMaker and Sybase Adaptive Server Enterprise. DBMSs are typically used by
Database administrators in the creation of Database 24 systems. Typical examples of DBMS use include
accounting, human resources and customer support systems. SQL Structured Query Language (SQL) is the
language used to manipulate relational databases. SQL is tied very closely with the relational model. In the
relational model, data is stored in structures called relations or tables

1. Mysql

My SQL is an open source relational database management system (RDBMS) based on Structured Query
Language (SQL). It is one part of the very popular LAMP platform consisting of Linux, Apache, My SQL, and
PHP. Currently My SQL is owned by Oracle. My SQL database is available on most important OS platforms. It
runs on BSD Unix, Linux, Windows, or Mac OS. Wikipedia and YouTube use My SQL. These sites manage
millions of queries each day. My SQL comes in two versions: My SQL server system and My SQL embedded
system.

Testing

Testing is the process of executing a program with the intent of detecting an error. Testing is a critical element
of software quality assurance and presents ultimate review of specification, design and coding. System testing is
an important phase. Testing represents an fascinating anomaly for the software. Therefore, a series of testing are
performed for the proposed system before the system is ready for stoner accepting testing.

A good test case is one that has a high probability of chancing an undiscovered error. A successful test is one
that bare an as undiscovered error.

The primary objective for test case design is to derive a set of tests that has the highest livelihood for expose
defects in the software. To accomplish the objective two different categories of test case design techniques are
used. They are

e White box testing
e Black box testing

III. CONCLUSION AND FUTURE SCOPE

Oderista (Food ordering System with QR scanner) has been computed successfully and was also tested
successfully by taking "Test Cases". It is user friendly, and has required options, which can be utilized by the
user to perform the desired operations.

Food ordering System is developed using HTML, CSS, JS as front end and PHP, My SQL as back end on
windows environment.

Finally, in Online Food Ordering system, we have developed secure, user-friendly food ordering Management
System. This System can take care of each member whether it is an Administrator or Customer.This System
will help them to properly manage the meals of the customers, the delivery boy’s data and help in growth
without creating any hassle. In Education, replicating the voices of literal numbers offers new chances for
interactive tutoring and dynamic liar. For illustration, on November 22, 1963 President Kennedy was on his way
to give a speech in Dallas when he was assassinated. We can now hear that speech in his own words using this
technology.

The epidemic sparked a surge in content consumption. One of the mediums that availed from this boom was
podcasting, which has grown exponentially year of year and reaching indeed broader, more different cult. In
addition, synthetic voice is formerly being used to help restate content in demand into different languages.
Advertisers seeking voices that reverberate with their target followership, synthetic voices help advertisers
produce further engaging content without having to coordinate as numerous moving pieces similar as trip and
studio time.
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Customize orders: Allow customers to customize food orders Enhance User Interface by adding more user
interactive features. Provide Deals and promotional Offer details to home page. Provide Recipes of the
Week/Day to Home Page Payment Options: Add different payment options such as PayPal, Cash, Gift Cards
etc. Allow to save payment details for future use.

Allow to process an order as a Guest Order Process Estimate: Provide customer a visual graphical order status
bar Order Status: Show only Active orders to Restaurant Employees.

Order Ready notification: Send an Order Ready notification to the customer Restaurant Locator: Allow to find
and choose a nearby restaurant Integrate with In store touch screen devices like iPad
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ABSTRACT

We aim to create a mobile application specifically for real-time weather checking status across the globe.
Mobiles are handy and load with different features. Thus, Mobile application gain the popularity and its
popularity is increasing day by day. We have use Flutter as our front-end and Android Studio to edit the code.
The results show that even if the advances in mobile communication technologies could, in principle, improve
the effectiveness of weather communication enormously, the expectations created around weather forecasts
appear to be inconsistent with current forecasting capabilities, particularly with their inherent uncertainties in
space and time, as well as in the nature of the predicted weather events.

Weather is the state of the atmosphere at a given place and time in regards to heat, cloudiness, dryness,
sunshine, wind, and rain. Of all the geophysical phenomena weather is the most significant one that influences
us. Weather can vary greatly and largely depends on climate, seasons and various other factors. The chief goal
of this work is to get the weather forecast of any city throughout the world through an application. This paper
aims at creating a web application using Flutter.

I. INTRODUCTION

In recent times, the advancement in the wireless technology and the growth in market potentials have led to an
increase in the number of mobile device users. The emergence of this technology has given rise to rapid
development of mobile e-commerce technologies. This brings on-the-go Internet access to the general online
market world without geographical and time constraints.

Mobile application development is the process to making software for smartphones and digital assistants, most
commonly for Android and i0S. The software can be preinstalled on the device, downloaded from a mobile app
store or accessed through a mobile web browser. The programming and markup languages used for this kind of
software development include Java, Swift, C# and HTMLS5. Mobile app development is rapidly growing.

From retail, telecommunications and ecommerce to insurance, healthcare and government, organizations across
industries must meet user expectations for real-time, convenient ways to conduct transactions and access
information. Today, mobile devices— and the mobile applications that unlock their value—are the most popular
way for people and businesses to connect to the internet. To stay relevant, responsive and successful,
organizations need to develop the mobile applications that their customers, partners and employee demand.

The app consists of a single screen, on which the user can enter the name of a city. The weather for the current
day is displayed and a 3-day daily forecast. The app appearance also adapts for day-time and night-time weather
conditions.

The motivation for doing this project was that A weather app can bring you the latest conditions, any breaking
alerts, and forecasts for what to expect next. A weather app can bring you the latest conditions, any breaking
alerts, and forecasts for what to expect next. There's a lot of competition among the best weather apps, which
deliver extensive forecasts, radar images of weather patterns and lots of data to study. It allows users to see the
conditions, forecast, temperature, and other related metrics of the device's current location, as well as a number
of other cities. Locations can be added or removed by pressing the list icon in the bottom right corner of the
application, which allows the user to type in the city's name, ZIP code or postal code or airport code.

For each city, the app will display the current, highest, and lowest temperatures, a 10-day forecast, time of
sunrise and sunset, current wind direction and speed, rainfall measurements, current humidity, outdoor visibility
range, and barometric pressure. In some locations, the app will also display an air quality report and show next-
hour precipitation when raining or snowing.

In this project, we design and development mobile application for a Weather app. The application provides
exact information for users, while offering a way of knowing their weather report. With this application, users
can directly search any city, town and country name. We can enable users to search for nearby areas or their
selective locations. They can also search the area that they want to read next, based on different areas and
region. User will be provided with enough description of the weather report, there will also be a report search
functionality. User might also be able to bookmark their favorite places. In nutshell this app will be a total blast
for those who like to know the weather before heading off somewhere.
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II. RELATED WORK

[lI. A weather instrument is equipment used to acquire weather information. Some examples of weather
instruments are thermometer, to measure temperature, barometer, to measure atmospheric pressure, and
anemometer, to measure wind speed. The gathering of those instruments in a same equipment constitutes a
weather station [1]. The data collected by weather stations are used in many different areas, like agriculture,
aviation, navigation, construction, sports and recreation.

IV. It’s given the name Free Software to every software that ensures that the end users have freedom in using,
studying, sharing and modifying that software [2]. Free hardware or open-source hardware is a term for
tangible artifacts — machines, devices, or other physical things — whose design has been released to the
public in such a way that anyone can make, modify, distribute, and use those things [3].

Weather is generally the change in atmospheric conditions in a short period of time which affects human
activities. It is usually thought of in terms of temperature, humidity, precipitation, cloudiness, brightness,
visibility, wind, and atmospheric pressure, as in high and low pressure. Weather is also composed of sunshine,
rain, cloud cover, winds, hail, snow, sleet, freezing rain, flooding, blizzards, ice storms, thunderstorms, steady
rains, and heat waves all of which will last for a few minutes to a few hours.

'Mausam' is available both on Google's Play Store and Apple's App Store. The app will offer different
services. It will provide current weather information, including temperature, humidity, wind speed and
direction, for 200 cities. The information will be updated eight times a day.

Earth Sciences Minister Harsh Vardhan on Monday launched a mobile application which will provide city-wise
weather forecasts, nowcasts and other warnings. The mobile application, 'Mausam', has been designed and
developed jointly by the International Crops Research Institute for the Semi-Arid Tropics (ICRISAT), the
Indian Institute of Tropical Meteorology (II'TM), Pune and the India Meteorological Department (IMD).

Speaking at the event, Vardhan said huge financial investments are needed, at least twice the present budget, to
augment observational networks, replace old ships and procure new computing resources.

AccuWeather Forecasts for Android Devices Including Nexus 7. AccuWeather released an update to its free
AccuWeather for Android weather app today that includes an even more informative home screen widget
featuring severe weather notices, current and two-day forecasts for saved home locations, and a convenient time
clock.

AccuWeather for Android forecasts for 2.7 million locations. It includes pushed severe weather alerts for U.S.
locations and severe weather notices for inclement weather worldwide. It also has forecasts for the next 15 days
updated every hour, weather videos, lifestyle forecasts, and weather radar for all of North America with
worldwide satlite overlaying interactive Google Maps.

Dark Sky became one of the top weather apps by predicting imminent local weather conditions using current
data readings and clever algorithms, but it also offers longer-term forecasts and can cover a range of geographic
areas.

Flicking between radar views, daily and weekly forecasts, temperature and wind levels, and other
meteorological data is straightforward, and we really like the time machine feature that lets you explore weather
conditions at a specific point in time in either the past or future

But where Apple’s recent acquisition really impresses is with its short-term forecasts and alerts about
approaching storms. Use it, and you’ll always know how long it’s going to be before the next bout of showers.

PROPOSED METHODOLOGY

A system architecture is the conceptual model that defines the structure, behavior, and more views of a system.
An architecture description is a formal description and representation of a system, organized in a way that
supports reasoning about the structures and behaviors of the system.

A system architecture can consist of system components and the sub-systems developed, that will work together
to implement the overall system. There have been efforts to formalize languages to describe system architecture,
collectively these are called architecture description languages.

In our Weather Application there are four screen which is very user interactive and has four different weather
icon that will be very understandable by anyone for example children and old person. The user needs to install
the application in his/her mobile for better experience of our App. By clicking on the app, they will be able to
see the home page of the App where they have to allow access of the location for the App. By default, the app
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will take GPS location of the user mobile. After that they can see the temperature, humidity, speed of winds, 24
hours of temperature in the interval of 1 hour each and next seven days temperature on their mobile screen.

The cool feature of our app is that if temperature is hot or sunny then the app will recommend or show that is it
is ice-cream time to user. Likewise for cold and rainy days.

i

Fig. 1: Proposed architecture

Data Flow Diagram
Data Flow Diagram (DFD) is a pictorial representation, which shows the data passes various stages one by one
during the processing. DFD has some in defined symbols using, which we can denote input, data flow and
storing database files.

_,.-"'--'_
Search Tab
(= Home | | o
Eaall’ Pagz | City/Countryyyy
Westher APT Call
Fig 2. Data Flow
User Case Diagram
AFF
WEATHEFR AFI
USER RESPOMNSE

Weather AR Call

Fig 3: UCD — Weather App
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Live Implementation Uses and Advantages
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Uses and Advantage
¢ Instant information availability

e Improved Weather forecast

e Easy Flow of Information

e Widget Support

e Interactive Maps for better weather information
e Free availability

This interactive Ul will display the different, different climate while loading or opening the home page. Then
the home page of the app which will ask your GPS location of Mobile for first from the user who is opening this
APP for the first time. It will take the current GPS location of Mobile and display the weather details on the
screen. Fig 5 is screenshot of search tab where user can search by country or city name and get the weather
details of the searched country or city. Fig 6 is the UI that will show detailed information of weather posed by
user or search by user in search field.

PROJECT SCOPE
In some Ways it needs further more enhancements in this project. The Security, Password authentication should
be more enhanced.

There are some features that are still need to be added in this project such as; recommend user for weather
related news, update user for his/her surrounding data, etc.

PROBLEM STATEMENT

In this project, we design and development mobile application for a Weather app. The application provides an
exact information for users, while offering a way of knowing their weather report. With this application, users
can directly search any city, town and country name. We can enable users to search for nearby areas or their
selective locations. They can also search the area that they want to read next, based on different areas and
region. User will be provided with enough description of the weather report, there will also be a report search
functionality. User might also be able to bookmark their favorite places. In nutshell this app will be a total blast
for those who like to know the weather before heading off somewhere.

CONCLUSION

The project was carried out to develop a mobile application for a weather application. The goal of the project
was to create mobile application that would allow users to register an account, login, search for particular area
of interest, reading a particular report. In addition, users can log out from the online report and can even
recommend the application to friends within the application. The objectives of the project were achieved by
observing software development procedures and principles for software designs and implementation. In
achieving the goal of this project, three major parts were designed and implemented, Firstly, the design of the
Ul is attractive, intuitive, responsive and with good user experience in mind. This was achieved and
implemented by following the Android design guidelines for Android devices. Secondly, the design. Thirdly,
the implementation of actual project with all functionalities. In conclusion, it is important to know that this
application could still be improved upon by adding more interesting features.
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ABSTRACT

There are a few unique kinds of traffic signs like speed restricts, no access, traffic lights, turn left or right,
youngsters crossing, no going of substantial vehicles, and so forth. Traffic signs order is the way toward
recognizing which class a traffic sign has a place with. You more likely than not found out about oneself
driving vehicles in which the traveler can completely rely upon the vehicle for voyaging. Yet, to
accomplish level 5 self-sufficient, it is vital for vehicles to comprehend and adhere to all traffic rules. In
the realm of Artificial Intelligence and progression in advanzcements, numerous specialists and huge
organizations like Tesla, Uber, Google, Mercedes-Benz, Toyota, Ford, Audi, and so on are taking a shot at
self-governing vehicles and self-driving vehicles. Along these lines, for accomplishing precision in this
innovation, the vehicles ought to have the option to decipher traffic signs and settle on choices likewise.
The exact acknowledgment rate and normal preparing time are particularly improved. This improvement
is critical to diminish the mishap rate and upgrade the street traffic wellbeing circumstance, giving a solid
specialized assurance to the consistent advancement of astute vehicle driving help. Many scientific
methods of traffic signs recognition involving digital image analysis have been proposed. Most of them are
appearance-based approaches, employing template matching. In most cases they work on color images (or
videos) and deal with all types of signs, regarding their shape and color. On the other hand, commercial
systems, installed in higher-class cars, detect only the round speed limit signs and overtaking restrictions
found all across Europe. The main disadvantage of visual recognition of traffic signs is associated with
difficult conditions of image acquisition and hence problems with noise, blurring, scale and orientation
changes should be solved.

Keywords: Convolution Neural Network (CNN), Tensorflow, Traffic Sign Recognition, Machine Learning,
Tkinter.

IV.INTRODUCTION

There are several different types of traffic signs like speed limits, no entry, traffic signals, turn left or right,
children crossing, no passing of heavy vehicles, etc. Traffic signs classification is the process of
identifying which class a traffic sign belongs to. Each individual, regardless of whether a traveler, driver,
walker would have seen 8along the side of the road different sign board that fill significant needs. These
significant street gear help us as course aides, admonitions and traffic controllers. As control gadgets for
traffic, signs need complete consideration, regard and suitable driver's reaction.

With the approach of mechanized traffic and its expanding pressure on street, many have received pictorial
signs and normalized their signs to encourage global travel, where language contrasts would make
hindrances. In unfavorable rush hour gridlock conditions, the driver may not see traffic signs, which may
cause mishaps. In such situations, programmed street sign recognition becomes effective.

Road and traffic signs considered in this thesis are those that use a visual/symbolic language about the
road(s) ahead that can be interpreted by drivers. The terms are used interchangeably in this thesis, and
elsewhere might also appear in combination, as “road traffic signs”. They provide the driver with pieces of
information that make driving safe and convenient. A type of sign that is NOT considered in this thesis is
the direction sign, in which the upcoming directions for getting to named towns or on numbered routes are
shown not symbolically but essentially by text.

Road and traffic signs must be properly installed in the necessary locations and an inventory of them is
ideally needed to help ensure adequate updating and maintenance. Meetings with the highway authorities
in both Scotland and Sweden revealed the absence of but a need for an inventory of traffic signs.

An automatic means of detecting and recognizing traffic signs can make a significant contribution to this
goal by providing a fast method of detecting, classifying and logging signs. This method helps to develop
the inventory accurately and consistently. Once this is done, the detection of disfigured or obscured signs
becomes easier for human operator.

36




International Journal of Advance and Innovative Research ISSN 2394 - 7780
Volume 9, Issue 2 (XX): April - June 2022

LITERATURE REVIEW

The first research on traffic sign recognition can be traced back to 1987; Akatsuka and Imai [2] attempted
to make an early traffic sign recognition system. A system capable of automatic recognition of traffic sign
could be used as assistance for drivers, alerting them about the presence of some specific sign (e.g. a one-
way street) or some risky situation (e.g. driving at a higher speed than the maximum speed allowed).

Shihavuddin ¢, Muhammad Abul Hasan [1] describe the A novel lightweight CNN architecture for traffic
sign recognition without GPU requirements. Author focused on Main challenges in detecting traffic signs
in real time scenarios includes distortion of images, speed factor, motion effect, noise, faded color of signs.
Training only on grayscale images gives average accuracy.

YuefengSonga [2] describe the efficient convolutional neural network for small traffic sign detection. In
this paper, researcher focused on issues for small object detection and proposed efficient convolutional
neutral network for small traffic sign detection and compared accuracy against R-CNN and Faster R-CNN.

Ghica et al. [26] carried out recognition by a neural network which consisted of three sub-networks, a
classification sub-network, winner-takes-all sub-network (Hopfield network), and a validation sub-
network.

Kellmeyer and Zwahlen [57] used back propagation neural network to recognize warning signs. The input
to the network which was a 10x10 boundary square representing the yellow region inside the warning sign,
is fed to a 100 neuron input layer. The output-layer contains two outputs either “sign” or “non-sign”. A
hidden layer of 30 nodes was used.

Sandoval et al. [43] developed a method to detect traffic signs by using angle dependent edge detection.
The method is based on the generation of position dependent convolution mask, which uses the angular
position of the pixels under consideration. The method is applied as a filter and used to detect circular
edges.

Debasis Sarkar, Deepak Muddegowda, Phanish Hanagal [3] describe the Traffic Sign Detection and
Recognition using a CNN Ensemble. Proposed system in this paper is divided into two modules detection
and recognition and it is evaluated on Belgium Data Set and the German Traffic Sign Benchmark.
Detection involves capturing images of traffic sign and locating object from image and in recognition
stage convolutional neural network ensemble is used which will assign label to detected sign.

Ohara et al. [54] used a small and simple neural network (NN) to detect the colour and the shape of road
signs. The original colour image is first treated by a Laplacian of Gaussian filter (LOG). A colour NN
classifier is then used to segment the image according to the colour under recognition in RGB colour
space.

DomenTabernik; DanijelSkoaj [4] describe the Deep Learning for Large-Scale Traffic-Sign Detection and
Recognition. In this paper convolutional neural network (CNN), the mask R- CNN is used for traffic sign
detection and recognition. Authors used CNN for full feature extraction rather than Hough transform, scale
invariant feature transform, local binary patterns. In order to solve real time problems of traffic sign
appearance and distortion they also implemented data augmentation method. Swedish traffic-sign dataset
(STSD) is used for evaluation of Faster R- CNN and Mask R-CNN.

PROJECT DESIGN AND IMPLEMENTATION

3.3 Overview

A system to detect and recognize road and traffic signs should be able to work in two modes; the training
mode in which a database can be built by collecting a set of traffic signs for training and validation, and a
prediction mode in which the system can recognize a traffic sign which has not been seen before. A system
to recognize road and traffic signs is depicted. It consists of a number of modules which work together to
perform this recognition.

Traffic Sign Recognition ensures that the current speed limit and other road signs are displayed to the driver
on an ongoing basis. Automatic recognition functions through a link between images captured by a camera
and the speed limit information stored in the navigation system. In this way, even speed limits that are not
explicitly visible, like within a city, will be displayed to the driver.
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Traired Mode

Fig 3.1 Flow Chart of Traffic Sign Recognition

3.4 Existing System

For making auto-working and smart vehicles lot of efforts are already made in form of convolution network
trained models with different proposed methodologies for detection and recognition. A recent approach
having wide applications for traffic sign detecting and recognizing intelligent transportation systems that
informs driver about precaution measures and sign related information, uses color, shape and ML
algorithm-based methods, and provided comparative information on the same. Color space, segmentation
method, features, and shape detection method are the terms considered in the review of the detection
module. The paper presents a comparison between these methods and used datasets from different
countries. In the area of traffic sign detection and recognition, a considerable amount of work has been put
forward. As two global characteristics of traffic signs, several authors concentrated on the color and shape
attributes of image for detection. These features can be used to detect and trace a moving object in a series
of frames. This approach is helpful when the target to be identified is a special color that is distinct from the
background color. To detect an object with a certain shape, object borders, corners, and contours may be
used. However authors only focused on the detection and recognition measures, ignoring the voice feature,
which is an essential driver warning system. In addition, hyper parameter tuning has received less attention.
As a result, the proposed system would concentrate on different parameters of the CNN algorithm in order
to improve accuracy without requiring additional computing resources.

3.5 Proposed System

We will build a deep neural network model that can classify traffic signs present in the image into different
categories. With this model, we are able to read and understand traffic signs which are a very important
task for all autonomous vehicles. We will build a model for the classification of traffic signs available in
the image into many categories using a convolutional neural network (CNN) and Keras library. The
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framework we proposed is categorized into three stages: Detection and feature extraction and recognition.
The detection stage is just used to find a road sign. At the point when a vehicle is travelling at a specific
speed, the camera catches the road sign in nature, and our calculation verifies whether a sign is available in
that outline or not available in that perimeter. Distinguishing the traffic sign depends on shape and color.
In the feature extraction stage, the proposed calculation characterizes the distinguished road sign. This is
accomplished with the assistance of "Convolutional Neural Network" algorithm which classifies the image
into sub classes.

The steps followed in this work, right from the dataset preparation to obtaining results are presented. The
paper includes a tested approach along with a suggested approach for traffic sign detection and
recognition.

Exploring the Building a CNN Training the Testing model
Traffic sign image model along via test
Dataset d recognition with validation d dataset
model
Fig 3.3 Steps followed for obtaining results
3.4 System Architecture
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Figure 3.4 System Architecture

CLASSIFICATION

3.5 Traffic Sign Classifier Graphical User Interface:

We are build a graphical user interface for our traffic signs classifier with Tkinter. Tkinter is a GUI toolkit in the
standard python library. Make a new file in the project folder and copy the below code. Save it as gui.py and
you can run the code by typing python gui.py in the command line.In this file, we have first loaded the trained
model ‘traffic_classifier.h5” using Keras. And then we build the GUI for uploading the image and a button is
used to classify which calls the classify () function. The classify() function is converting the image into the
dimension of shape (1, 30, 30, 3). This is because to predict the traffic sign we have to provide the same
dimension we have used when building the model. Then we predict the class, the model.predict_classes(image)
returns us a number between (0-42) which represents the class it belongs to. We use the dictionary to get the
information about the class. Here’s the code for the gui.py file.

Algorithm
1. Upload the image either from camera or from directory.

2. The uploaded image will be sent through trained model.
3. Analyze the image for required parameters and classify the image accordingly.
4

If it is a traffic sign, it will identify the particular traffic sign and the output will be given in the form of text
and voice notification will be given.

5. Else it will not give the output.
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V. TECHNOLOGY STACK

We created a CNN model to identify traffic signs and classify them with 95% accuracy. We had observed
the accuracy and loss changes over a large dataset. GUI of this model makes it easy to understand how
signs are classified into several classes. Convolutional neural networks or ConvNets or CNN’s are very
important to learn if you want to pursue a career in the computer vision field. CNN help in running neural
networks directly on images and are more efficient and accurate than many of the deep neural networks.
ConvNet models are easy and faster to train on images comparatively to the other models.

Technologies used

1.

Python 3.10: Python 3.10.0 is the newest major release of the Python programming language, and it contains
many new features and optimizations. Python's simple, easy to learn syntax emphasizes readability and
therefore reduces the cost of program maintenance. Python supports modules and packages, which
encourages program modularity and code reuse. The Python interpreter and the extensive standard library are
available in source or binary form without charge for all major platforms, and can be freely distributed.

. Matplotlib: Matplotlib is a comprehensive library for creating static, animated, and interactive visualizations

in Python. Matplotlib makes easy effects easy and hard effects possible. Matplotlib is a putting up library for
the Python programming language and its numerical mathematics extension NumPy. It provides an object-
acquainted API for rooting plots into operations using general- purpose GUI toolkits like Tkinter, wxPython,
Qt, or GTK. There's also a procedural "pylab"interface grounded on a state machine (like OpenGL), designed
to nearly act that of MATLAB, though its use is discouraged. SciPy makes use of Matplotlib. Pyplot is a
Matplotlib module which provides a MATLAB-suchlike interface. Matplotlib is designed to be as usable as
MATLAB, with the capability to use Python, and the advantage of being free and open- source.

. Tensorflow: TensorFlow is Google Brain's second-generation system. Version 2.8.0 was released on 3rd

March 2022. While the reference implementation runs on single devices, TensorFlow can run on multiple
CPUs and GPUs (with optional CUDA and SYCL extensions for general-purpose computing on graphics
processing units). TensorFlow is available on 64-bit Linux, macOS, Windows, and mobile computing
platforms including Android and iOS.

. Scikit- Learn: Scikit- learns (formerly scikits.learn and also known as sklearn) is a free software machine

literacy library for the Python programming language. It features colorful bracket, retrogression and
clustering algorithms including support-vector machines, arbitrary timbers, grade boosting, k- means and
DBSCAN, and is designed to interoperate with the Python numerical and scientific libraries NumPy and
SciPy. Scikit- learn is a community trouble and anyone can contribute to it. Colorful associations
likeBooking.com, JP Morgan, Evernote, Inria, AWeber, Spotify and numerous further are using Sklearn .

. Pillow: Python Imaging Library is a free and open- source another library for the Python programming

language that adds support for opening, manipulating, and saving numerous different image train formats.
Development of the original design, known as PIL, was discontinued in 2011. Latterly, a successor design
named Pillow branched the PIL repository and added.

Numpy: NumPy is a library for the Python programming language, adding support for large,multi-
dimensional arrays and matrices, along with a large collection of high- ranking accurate functions to operate
on these arrays. The ancestor of NumPy, Numeric, was firstly created by Jim Hugunin with benefactions
from several other inventors. NumPy addresses the slowness problem incompletely by furnishing
multidimensional arrays and functions and drivers that operate efficiently on arrays; using these requires
rewriting some law, substantially inner circles, using NumPy.

. Keras: Keras is an open-source neural-network library written in Python. Keras is one of the most widely

used frameworks for deep learning. It’s a vast and central system within Tensorflow for machine learning
workflow, training done on hyper parameters and deploying various problems with solutions. Some
functions of Keras include classification of image and text, support during data loading and providing a
range of utilities for converting raw data into a proper dataset, accurate feature normalization and, rescaling
images and applying transformations on them. It is capable of running on top of TensorFlow, Microsoft
Cognitive Toolkit, Theano, or PlaidML. Designed to enable fast experimentation with deep neural networks,
it focuses on being user-friendly, modular, and extensible.

Dataset
The CIFAR-10 dataset used was collected by German data scientists and is found to be containing more than
45,000 images which are collection of different traffic signs in various size and clarity ranges. A reasonable
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amount of varying nature is noticed in the dataset as some traffic signs are provided with many images as
compared to others having fewer images in the records. Images are classified in different classes in our folder
from where data is extracted into our Python module with Tensorflow background environment. ETL (Extract,
Transform, and Load) tools are used here, by virtue of which, the data is converted into suitable format for
transforming sample raw data into understandable format. The train dataset used consists of 43 folders within
the range of 0-42 over which iteration is done using OS module. The function of conversion of image content
into array is provided by the Python Imaging Library (PIL), in which all labels associated which images are
appended in data lists. One-Hot Encoding and conversion to categorical labels of train and test dataset is done
by the keras.utils packages. The shape of dataset is (39209, 30, 30, 3) signifying the number of images, their
height x width values and RGB (red, green and blue) notations respectively. Splitting is done via
train_test_split() method provided by Sklearn package. If image data is normalized by making pixel values
ranging in mid of -1 and +1, numerical instabilities are reduced. For better model performance, some
transformations can also be performed on the generated augmented and finely refined data, by changing the
brightness, rotation of image etc., by using OpenCV library.

RESULT

# Tratfic sign classification [ B

Know Your Traffic Sign

Speed limit (20km/h)

Upload an image

Fig Result

CONCLUSION AND FUTURE SCOPE

A traffic sign recognition method on account of deep learning is proposed, which mainly aims at circular traffic
signs. By using image preprocessing, traffic sign detection, recognition and classification, this method can
effectively detect and identify traffic signs. Through this work, a model for traffic sign recognition system is
successfully implemented using convolutional neural networks, needed for vehicles as a measure for ensuring
road safety. The whole task is implemented using Python programming for machine learning and its strong
libraries of deep learning. The parameters of the designed neural network model are finely tuned in order to get
good accuracy results with precision of 97.8% and recall to be 98.06%. Accuracy on training set was 95% and
90.3% on testing set. Important point to be noted is that taking a large number of CNNs can increase learning
rate of model and images for training are generally augmented but real time image capturing can’t be
augmented much fast so quick reliability is needed. This research has given us an insight into how well deep
learning can be utilized to create intelligent systems.

As a part of future work, we were planning on integrating our model into a real time camera, which would
further improve its functionality and application. This can further be included in industrial level products such
as driverless cars in the future, provided we integrate our research work into a real time system. From the
perspective of traffic sign acknowledgment exactness and calculation tedious, the proposed traffic sign
identification and acknowledgment calculation has astounding points of interest.

While the model proposed in this system does bring a step closer to achieving the ideal Advanced Driver
Assistance System or even a completely driverless system, there is a lot that can be improved. For identification
of a sign, this system depends on color and shape of the sign. This is a problem if there is a reflection on the
sign which impacts its color. Similarly, if the sign is chipped or cut off, the shape of the sign is impaired, thus
resulting in no detection of the sign.
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Another important issue to consider is detection in the night. If the camera is not able to capture the
environment in the night due to the darkness, the sign, cannot be detected and classified. A text to speech,
module can also be added to this application. In the current application, the driver would have to read the text
printed on the classified sign, but with the help of a, voice module, more comfort is guaranteed. The overall
performance could also be improved and customized, with the help of more datasets and from different,
countries.
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ABSTRACT

A student attendance system using fingerprint is a hand-held device that aims to automate the attendance
procedure of an educational institution using biometric techniques. This will save time spent on calling out roll
no., and names and it gives a fool-proof method of attendance marking. This system operates on a rechargeable
battery. This system can be passed to students during lecture time to mark their attendance in the class. The
system communicates with the host computer with the help of a USB interface. The system is connected with a
GUI application to manage the system and attendance tracking. The fingerprint scanning, retrieving data, and
attendance checking management platform were established on the teacher’s computer, and the attendance
information was stored in the database whichever can be inquired about on the server. The test results show
that the attendance system can manage the student’s attendance conveniently, and the system is stable.

Keywords: Biometric techniques, GUI, Hand-held device, MySQL Database, Server

I. INTRODUCTION

The traditional attendance system in which the teacher calls out the name of each and every student and marks
their attendance was causing a waste of time during the lecture hours. It takes around 10 - 15 minutes. This
situation gets more time-consuming when there are more students in a class. Managing a large amount of data is
also very difficult. Students may also mark fake or proxy attendance of absent students which is another
disadvantage of the traditional system. In the last few decades, student enrollment in schools, colleges, and
universities has increased and is continuously growing. In view of the above problems and the needs of college
teachers for the attendance system, the system implemented a special attendance management system for
college students based on fingerprint identification. The system completes fingerprint information storage,
transmission, check-in information query, statistics, and other functions, which through fingerprint collection,
comparison, identification, database establishment, data transmission, and the design of upper and lower
computer interfaces.

II. LITERATURE SURVEY

[1] L. X. LI Jian-po, ZHU Xu-ning, and Z. Chi-ming, “Wireless fingerprint attendance management system
based on Zigbee technology,” in 2nd International Workshop on Intelligent Systems and Applications (ISA),
May 2010, pp. 1 — 4. The author created a database in a remote system and the fingerprint data is transmitted to
the host using Zigbee wireless technology. But if the classroom is not in the range of Zigbee, the device was
unable to access.

[2] Z. C. A. Kassem, M. Hamad, and S. E. Dahdah, “An RFID attendance system for university applications,”
in 17th IEEE International Conference on Electronics, Circuits, and Systems (ICECS), 2010, pp. 851 — 854. The
users have to carry RFID tags to mark attendance. The database was introduced on the computer and students
have to carry the RFID tags to the reader. Because of this system, students can also mark proxy or fake
attendance of absent students with RFID tags.

[3] L. Kamelia, E. A. D. Hamidi, W. Darmalaksana and A. Nugraha, "Real-Time Attendance System Based On
Fingerprint and Global Positioning System(GPS) in the Smartphone," 2018 4th International Conference on
Wireless and Telematics ICWT), Nusa Dua, 2018, pp. 1-4. To prevent proxy attendance marking, the author
implemented a real-time attendance system using GPS technology. If a student is located on the premises of a
school or college, then only the attendance will be marked, or else it will reject the entry. One of the main issues
of using GPS is to detect employees’ locations; attendance can be done by sending MMS messages between
users and the system is accurate to identify the real-time locations.

[4] S. B. Oo, N. H. M. Oo, S. Chainan, A. Thongniam, and W. Chongdarakal, "Cloud-based web application
with NFC for employee attendance system, " 2018 International Conference on Digital Arts, Media and
Technology (ICDAMT), Phayao, 2018, pp. 162-167. The author proposed Near Field Communication (NFC)
technology which is integrated with the user's device rather than RFID tags. The issue with this technology is
that they proposed their NFC time attendance system based on a web application that can be accessed at any
time showing the arrival time, leave, and many other report fields
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1. METHODOLOGY

The student attendance system consists of three parts, the Student's fingerprint information collection, and
attendance, the login interface, and the design of the database. Information collection is divided few processes,
fingerprint template collection, feature extraction, and fingerprint recognition. Fingerprint template collection is
to collect a user's fingerprint image by fingerprint instrument, extract fingerprint information from the
fingerprint image to form a fingerprint template, and store it in a database. Fingerprint identification consists of
two processes, the registration process, and the identification process. In the process of registration, users need
to collect fingerprints first, and then the computer system will automatically extract the information which one
will save as Id in the database. The information compared with the template of the database and the comparison
results will be given. The procedure is general-purpose, which is applicable to all biometrics. In the beginning,
the teacher opens the teacher’s login interface and enters the correct account number and password. After that,
enter the student fingerprint collection or attendance interface. Next, students fill in personal information
according to the prompt information which includes student number, name, gender, major, and class. After
giving in, three fingerprint acquisitions are combined to form a string template. A text box pops up in the
interface to prompt “registration succeeded”, and the corresponding student information is written into the
MySQL database to complete fingerprint acquisition
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Fig 1: Flowchart of the proposed system

IV. RESULTS

At the initial stage, you have to register a student in the system. So for this, the user has to provide details such
as course details, student name, roll number, etc. After providing the details, the data will get stored in the
database. Then, you have to register your fingerprint with the help of a fingerprint sensor. The fingerprint will
get stored in the database with a particular code. The data stored in the database is used to match and mark
users' attendance. SO after registration, just verify that your details are stored by marking his/her attendance. If
it fails to do so, then the user has to repeat the above steps again. After the registration process, the student just
has to mark their attendance by providing their fingerprint to the system and marking their attendance.

44




International Journal of Advance and Innovative Research ISSN 2394 - 7780
Volume 9, Issue 2 (XX): April - June 2022

[ User Fungesprint 10:

e

Tgeroniet 1D Seoeaen { & 127

A Fogiapnd £)

D Userlnto

D Addional Info

Fig 2: GUI of the registration page

Fig 3: Connection of fingerprint sensor
V. Applications & Advantages

A. APPLICATIONS
The system can be used by schools, colleges, or universities for taking down attendance.

It can also be implemented in firms and organizations for attendance purposes.

B. ADVANTAGES

Teachers do not need to waste their time, approximately 15min of lhour for taking attendance of students.
Students will be more motivated in attending their classes since there will be no password or no attendance
sheet signature required, so no friend or any other student can mark attendances of others as fingerprints are
unique for each and every one. This system will be helpful to the faculty to easily find out defaulters. Students
can easily get the attendance history of a particular student.

VI. CONCLUSION

This system meets the needs of college teachers and designs a class attendance system composed of a
fingerprint instrument, upper computer, and lower computer. Students only need to scan their fingerprint
information once, and then they can carry out fingerprint attendance for permanent. The academic affairs office
can easily query and manage the student’s attendance problems that save the teacher’s manual roll call in class
and report attendance after class, which is also convenient, faster, and time-saving. Strength, greatly enhancing
the supervision of students. The system has the advantages of strong practicability, a wide range of use, easy
expansion, low cost of installation and maintenance, and has a long-term development prospect. The original
system is compact, portable, and easy to operate. So that, It can be widely used in many fields, such as public
security, banking, computer network information security, and so on.
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VII. FUTURE SCOPE

The GLCD can be replaced by a touch screen GLCD so that buttons can be removed. So, pushbuttons can be
removed. A feature may be provided to download whole fingerprint templates to the computer from the device.
So, the students need not register for another semester. We can reduce the size of the device by using SMD
components.
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ABSTRACT

With the continuous uprising of social media, users especially adolescents are spending significant amount of
time on various social networking sites to connect with others, to share details, and to pursue common interests.
OSNs gives minimum support to prevent undesirable messages on user walls. A main part of social network
content is formed by short text, a notable example are the messages permanently written by OSN users on
particular public or private areas, called in general walls. With the lack of classification or filtering tools, the
user receives all messages posted by the users he follows. In most cases, the user receive a noisy stream of
updates. More security mechanisms need to be developed for various communication technologies, especially
social networks. Therefore, the main task of modern social networks (OSNs) is information filtering.

This web application is designed to be provided free of charge to its users. This allows you to control who has
access to your information and who has access to your application's principle statements. Being personally
involved in the online space is our main goal. Our site avoid undesirable messages from being written to the
user's wall. System selects detailed items based on the correlation between the content of the items and the user
preferences as opposed to a collaborative filtering system that chooses items based on the correlation between
people with similar preferences.

Keywords: Online Social Network(OSN); Offensive words, Lexical Syntactic Feature(LSF); Bag of Words
(BoW); ngram algorithms; data filtration; short text classification.

I. INTRODUCTION

With the continuous uprising of social media, users especially adolescents are spending significant amount of
time on various social networking sites to connect with others, to share details, and to pursue common interests.
OSN gives minimum support to prevent undesirable messages on user walls. A main part of social network
content is formed by short text, a notable example are the messages permanently written by OSN users on
particular public or private areas, called in general walls. With the lack of classification or filtering tools, the
user receives all messages posted by the users he follows. In most cases, users will receive a noisy update
stream. More security mechanisms need to be developed for various communication technologies, especially
social networks. Therefore, the main task of online social networks (OSNs) today is information filtering.

This web application is designed to be provided free of charge to its users. Consistent with your app's statement
of principles, you should provide control over who has access to information and who has access to it. Personal
participation in the online space is the main goal. Our site avoid undesirable messages from being written to the
user's wall. Unlike collaborative filtering systems, which select items based on correlations between people with
similar preferences, this system selects items of information based on correlations between item content and
user preferences. The system provides advanced image captcha that prevents spammers from registering on the
site.

Provides automatic filtering for users via administrator to automatically control spam messages between users.
We will implement a filtering rule (FR) in our system. A blacklist (BL) is also maintained in this system. A
sophisticated filtering system includes multi-level text classification that automatically classifies posts into
partial topic categories. There is a filter graph showing how many bad words each user used.

II. LITERATURE SURVEY

Ying Chen, Yilu Zhuo, “Detection of Aggressive Language in Social Media to Protect Youth Online Safety”,
International Conference on ASE/IEEE Social Computing, 2012 on the detection of aggressive language at the
often flawed message level Existing research Unable to accurately identify objectionable content. On the other
hand, user-level detection of abusive behavior appears to be a more realistic approach, but is an area that has not
been studied much. To fill this gap, we propose a Lexical Syntax Function (LSF) architecture to detect offensive
content on social media and identify potential aggressive users. Experimental results show that our LSF
structure outperforms traditional secure content detection methods. Detecting offensive sentences achieves
98.24% accuracy and 94.34% recall, and detecting user abuse achieves 77.9% accuracy and 77.8% recall.
Therefore, you can refer to the ngram method based on this article.
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Marco Vanetti, Elisabetta Binaghi, Elena Ferrari, Barbara Carminati, and Moreno Carullo, "OSN User Wall
Spam Filtering System", IEEE Transactions on Knowledge and Data Engineer, February 2013. One of the
fundamental problems of modern online social networks (OSNs) is to provide: Users have the authority on the
messages posted in their personal space to prevent displaying inappropriate content. Up to now, OSNs provide
little support to this requirement. To fill the gap, in this paper, we propose a system allowing OSN users to have
a direct control on the messages posted on their walls. This is achieved through a flexible rule based system that
allows users to customize the filtering criteria to be applied to their walls, and a Machine Learning based soft
classifier automatically labelling messages in support of content based filtering concept, therefore we can refer
Machine learning based short text classifier.

Ramnath Balasubramanyan, Aleksander Kolcz,” "wOOt! Feeling great today!" Chatter in Twitter: Identification
and Prevalence”, IEEE/ACM International Conference on Advances in Social Networks Analysis and Mining,
2013. Microblogging services like Twitter are used for a wide variety of purposes and in different modes. Here,
we focus on the usage of Twitter for "chatter" i.e., the production and consumption of tweets that are typically
non-topical and contain personal status updates or conversational messages which are usually intended and are
useful only to the immediate network of the producers of the tweets. We study the prevalence of chatter tweets
in Twitter and present techniques to detect them using machine learning techniques that require minimal
supervision. From this paper we have referred the following concept taking example of twitter as a “chatter”, we
are able to study or classify tweets as per their ranks and then filtering out the ones that are of high relevance.

Filtering unwanted messages from osn walls 2016 1st International Conference on Innovation and Challenges in
Cyber Security (ICICCS 2016) today various social networking sites are available which Make people remain in
constant touch with each other. Sharing any type of data has become easy. There are great advantages of such
social networking sites excepting a few minor drawbacks like poor security which create huge problems to
people when they were active on such sites. As we have seen Facebook allows users to post comment on
another user’s wall even when they were unknown to each other. But if that comment is a vulgar one then it
may cause serious problem to user reputation. To avoid such a problem Information filtering is used to filter the
content of the message. So we have analysed various Information filtering methods like content based filtering,
policy based filtering, and collaborative filtering in this paper. The content-based filtering method is superior to
any other filtering method because it filters out bad or non-nervous words from the entered posts and only posts
pleasant comments on the bulletin board. This will help us avoid unwanted messages and permanently damage
our most important reputation in the socialized world

II1. DESIGN AND IMPLEMENTATION

In our proposed system, there are three methods: message filtering by administrator, message filtering by user,
and short text classifier. When you filter messages in the manager's way, the messages are filtered by the
manager, who sets the categories of words. When filtering messages by user, messages are filtered by user and
the user sets the category of words. In short text classifiers, short text words are set by the administrator of the
database. Message Filtering This module filters out unwanted messages. Other users who can send vulgar
messages to OSN users have been temporarily blocked by OSN users. If a user sends more than a specified
threshold of vulgar messages that match a filter pattern specified by an OSN user, that user is not permanently
friended.
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Figure 1: Block diagram of Social Media Web Filtering
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Process of Filteration

There are three main questions to consider when identifying the Filtering Process FR. First of all, in online
platforms where we communicate with each other in our daily life, the exact word may have different meanings
depending on the context. Derivatives allow users to form conditions that restrict text producers. Manufacturers
can choose based on a variety of benchmarks. This means the status, the depth and importance of the
relationship to the classification. The input message goes through word classification properties to classify
words based on bad, forbidden, and valid words. This will further filter out bad words and provide the correct
word format in the output.

| INPUT MESSAGR ’

MACHINE LEARNING
Categorizing Words ]

| Bad Words | ’ | Restricted Words |

Corrmet Wards |

! FILTER BAD & RESTRICTED WORDS [

[ RECIEVE CORRECT WORDS |

Figure 2: Filteration process diagram

Blacklisting Process

The Filtering process is moved to a future Blacklisting process. An additional part of this system is a BL
(blacklist) mechanism that can ignore texts from unrecognized manufacturers. Obscene and unwanted words are
blacklisted and only the rest of the message is displayed. These rules are not defined by the NPS and are not
intended to be used as high-level guidelines for the entire community. Instead, I decided to provide the user
myself. Clarify the rules for the owner of the wall, base camp management, and how long and for how long they
must be expelled from the wall.In this way, the user is excluded from the wall and can post to another wall at
the same time. As with MRF, our rules create owner walls. Like the filtering rule, the blacklist rule makes the
wall immune to unwanted words.
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Figure 3: Blacklisting Process

Algorithm
Main algorithm:

Step 1: Run Application

Step 2: User posts text, image to online platform.
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Step 3: The user adds a comment to the user's post.

Step 4: Each and every part of the user post and the comment on it will be processed using NLP.

Step 4: If the machine after processing found out that the comment or the posts resemble any kind of vulgar

attribute then go to step 6.

Step 5: if after processing it is found out that there is no objectionable content then it will be posted as an output

on the wall.

Step 6: Using blacklisting process it will filter out each and every words which indulges in any kind of vulgar

act.

Step 7: Stops the process. NLP is an arrangement which learns and formulate on the data it reads and on this

basis it will draw conclusion. Like it filters out the spam or non-spam content from the email inbox.

IV. RESULT
The Web Application

‘Walloiaied AdkEan

Figure 4: Admin Panel

=

Figure 5: Blacklisted Words.

Soma demo Topic

Figure 6: Blocked posts
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1. The User would Login/Signup to the web page.

2. After login the user will come to the home page where he can read thevarious articles available on the web
page.
User can also suggest custom category of his liking.

After the request is accepted by the admin the new category will shown on the knowledge and the user can
further ask for sub topicsrelated to it.

The user can then browse through the accepted topics and categoriesavailable on the website.
After reading the contents on our webpage user can also post a comment.
You cannot comment on a post that contains indecent or unethical content..

A list of categories and topics appears on the admin panel.

° 0 o oW

The Administrators will also have data about the number of registered users on the site.
10. Administrators can also disable users.

11. There is a place where admins can set up a list of blacklisted words that users cannot post when used in
comments.

V. CONCLUSION

Every aspect of social technology usage should be traceable back to an objective which supports a meaningful
goal. The objective is "to give people the power to share and make the world more open and connected. It
believes that increased connection between people through their site will lead to better understanding between
disparate groups. The site has ability to produce beneficial results from social technology usage which is highly
correlated with the ability to create meaningful goals and objectives. This web application is designed to be free
for its users; it should give them control of their information and who can access it, according to the
application’s statement of principles. Being personally involved in the online space is our main goal. Our site
prevents unwanted messages from being written to the user's wall. Unlike collaborative filtering systems, which
select items based on correlations between people with similar preferences, this system selects items of
information based on correlations between item content and user preferences. Automated control of spam
messages between users by providing automatic filtering for users through the administrator. We will
implement a filtering rule (FR) in our system. Blacklisting (BL) is also supported on this system. A
sophisticated filtering system includes multi-level text classification that automatically classifies posts into
partial topic categories. There is a filter graph showing how many bad words each user used.

So basically it can be said that his app is useful for ordinary people who post unwanted messages like vulgar,
political, sexual posts on their wall from third parties and don't want OSN default access control.
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ABSTRACT

Now-a-days, as we are going through pandemic condition, 90% of people preferto do online transaction for any
purpose .Such as online shopping, bank to bank transaction, etc. As credit card hold large share of these
transaction. So, Most of time there is possibility of Fake or Fraud transaction using credit card , which can
cause a large amount of financial loseto financial institutions as well as individual. The fraud people do not use
same techniques for stealing money or conducting fraud each time. As new technology are getting introduced,
fraudsalso switch to new patterns everytime . So most of the financial institutions and banks use creditfraud
detection system to reduce losses. In credit card fraud detection, both supervised and unsupervised learning is
used. But in this system, we are going to use unsupervised learning technique to understand the different fraud
patterns. The aim of this system is to classify the normal transaction and fraud transaction and stop the fraud
one. It uses auto-encoder and other deep learning algorithms to detect fraud transaction. The auto-encoder
compress the availabledata and convert it into small representation and then algorithms such as random forest
algorithm, logistic regression and many other algorithms on compressed data to carry on detection process.

We load the data in the data frame of pandas .Pandas is open source package of python .It alsoprovides high
performance to use the data structure and data analysis tools. We have also created app which is going to detect
fraud and normal transactions .Django is used to make appfor its interface and logic .This app has many more
features like getting analysis of transactionsand many more.

Keywords: Autoencoder, Django, Fraud Transaction, Normal Transaction, Pandas.

LINTRODUCTION

Due to developing modernization, people also get switch to new technologies, which are more efficient ,
comfortable and make our life easy .In past, people use to do all business, money transactions, payments,
buying and selling and shopping using cash. But now there is change .Everycountry has their own currency ,such
as dollar ,pound etc. So people find it difficult to use cash. Nowa day and as now covid condition is there , people
avoid to give and take cash. Due to this most of the people fuse to do online transaction using cards for online
shopping account to account transfer,etc. In this online transaction ,25% of online transaction is done using
Credit cards. Credit cards is mostly used credit payment instruments as they allow you to easily avail an instant
line of short term credit while making transactions. This help us to Increase our purchasing power and also
provide usbenefits like ease of use, reward Points and cashbacks. So transactions using credit card are an rapid
speed.

But as use of credit cards is increasing for money transaction, the credit cards frauds is also increasing day-by-
day .There are many types of credit cards frauds . In this fraud person ,use your information and issue a credit
cards on your name and use it and for that you have to pay. Another way is stealing others credit card details
such as credit card number, expiration date and three digitsecurity code and use it for online transaction. This act
will increase your credit card bill even thoughtyou have not spend single rupee. Some credit card fraud cause
huge amount of loses to many financial institution , banks as well as individual. This also causes damage to the
reputation of creditcard companies.

According to a survey, credit card fraud raise by 44.7% over 2019 and 3,93,207 credit card fraud complaints
were filled .So to avoid this , almost all financial institution, banks credit cards companies use advance credit
cards companies use advance credit card fraud detection system suchthat they can classify between genuine
transaction and fake transaction to avoid their own as well ascustomer losses. Credit card fraud detection system
use first only supervised learning which was based on only assumptions. But now due to new advance
technology fraud switch from one fraud techniques to another. So to tackle this problem , we use unsupervised
learning in this credit card fraud detection system . The supervised learning technique help the found detection
system to find anomalies. This credit card fraud detection system also use on auto- encoder. It is a main part of
thesystem. Autoencoder is basically a technique which is used to compress vast data into small one.

Auto- encoder has two important component that is encoder and decoder . Encoder is used tocompress large
data into smaller representation, where as decoder is used for reverse process meansconverting the compressed
the data into decoder original one. In this credit fraud detection system ,the auto-encoder compress the vast of
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credit card transaction and later on this compress small data various deep learning algorithm are applied in
different ways to detect fraud transactions.

Deep learning algorithms are also very important part of this system. Deep learning is basically a partof family of
machine learning method based on artificial intelligence. Deep learning is mostly used for accurate
classification. This deep learning technique are most famous than other as it perform better than other machine
learning algorithm. The deep learning algorithm include logistic regression , linear discriminant analysis multiple
discriminant analysis, k-nearest neighbour, decision tree, random Forest classifier, etc. All this algorithm help
us to classify between normal and fake transactions. The main aim of deep learning is extracting important
feature from each.

Available data for this extraction and data transformation. purpose, the deep learning uses cascade of multiple
layer of uses non-linear processing units. Deep learning algorithms considered as robustalgorithm for credit card
fraud detection system.

II. LITERATURE SURVEY

Today, credit card fraud has become a great thread which cause fall down of economy in all parts ofworld . So,
lot of research is done on the credit card fraud detection system. Many advanced techniques are generated to
avoid credit card fraud. Many people have introduced new strategy to control credit card fraud and reduce loses
and some are mention below.

1) Karl Tuyls and Sam Maes proposed credit card fraud detection technique which was doneusing Bayesion and
Neural Network. In this, the basic concept was that, they provide set of trainingdata offinancial transaction to
the computational learner which is uploaded to the system in which we want to perform fraud detection.
After this process, the program will be able to classify normal transactionand fraud transaction. In this
method, the advantage was that the 68% of fraud transactionwas recognized accurately without any error but
it detects 10% of genuine transaction as fraud transaction.

2) Salvatore J. Stulfo, David W. Fan, Wenkee and Andreas L. Prodramidis and Philip K Chanintroduced a
credit card fraud detection technique which uses meta-learning to detect fraud transaction.This techniques
consist of bcal Fraud detection agent that detect fraud and provide intrusion. Detection service than meta-
learning system bring together the knowledge gathered by local agent.This meta-learning system enables
financial corporation to share their models of fraudulent transactions by exchanging agent in secured
infrastructure. This technique give meta- classification hierarchy thathas given best performance. But still
here we do not able to recognize current selection metric forselecting classifier agent for meta-learning
technique.

3) K.R. seeja and masoumeh zarcapoor has proposed a credit card fraud detection system which was based on
frequent itemset mining. The technique consist of vector support machine whichclassifies between normal
and anamolous transaction by using different algorithms. The technique has ability to handle the imbalance
data. But this technique is no longer effective now as user and fraudulent behaviour is changing.

4) Anuruddha thennakoon, chee bhagyan, sasitha premadasa, shalitha mihiranga , nuwan kuruvitaarchchi
introduced a new real time credit card fraud detection using machine Learning. In this technique focus on
predictive analysis which is carried out through implemented machine learning model and an API modules
to recognize fraud and genuine transaction. These technique tellus the bestalgorithm to stop credit card fraud
in various areas. But still this system have only averagelevel of accuracy

II. DESIGN AND IMPLEMENTATION

In this experiment we are using various modules like Data Loading, Class wise analysis, Data modelling, Model
training, Build the model, model evaluation. There are various Deep Learning Algorithms, but we are
specifically going to use Auto encoder. Auto encoder is category of feed forward neural networks which is use
to learn efficiency of the training data. In first stage, the proposed model an auto encoder it is trained by using
same transaction attributes. It produces encoded representation of attributes. Representative features are smaller
dimension than original features. In second stage classifier is trained with labelled transaction where we
represent each transaction by Z for testing.

Autoencoders
The size of the input is reduced into smaller unit.

Autoencoder has two parts that is encoder and decoder they can be defined as @ and V. It compresses the data
into smaller size. Four parameters are required before starting or training the auto encoder:
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1) Code size: nodes in the middle layer.
2) Number of layers: It has many layers.
3) Number of nodes per layers: Number decreases in care of encoder and increasestowards decoder.

Figure 1: Autoencoder
input image Reconstructed image

Latent Space
Representation

| |

Algorithm:
The basic algorithm that will be implemented for working of this proposedsystem is as follows:

Step 1: Start.

Step 2: Load the dataset Step 3: Class wise analysis

Step 4: class is created as fraud and normalStep5: data modelling

Step 6: model training Step 7: model evaluation

Step 8: Use of AutoencoderStep 9: Result is displayed Step 10: Exit
Figure2: Data Flow chart.
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1) Data Loading
Our dataset is loaded. It has various attributes but we have considered only 3 attributesthat is time, Account
class.

Dataset is loaded in data frame of pandas python. As it is a package of python whichgives high Performance.

2) Class Wise Analysis
The class is divided into two class that is fraud and normal. In this we also display numberof fraud and normal
cases.

Bag, graph is made for Time vs Amount using Matlab library of python.

3) Data Modelling
It removes, unnecessary data like time is not needed for classification of fraud andnormal. It also divides the date
for training and testing. In this 80% is used for trainingand 20% for testing.

4) Model Training
In this the input is encoded or compressed into vector ‘h’. It is the lower dimension vector than the input later it
is passed through networks. The data is given by decoder layer. It gives output dimension = input dimension.
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5) Building the Model:
Auto encoder uses 4 fully connected Layer with 14, 7, 17 and 29number. First two layer used by encoder. Last
two Layer is used by decoder. Later on the model is trained for 100 epoch and 32 Sample Best model is Saved.

6) Model Evaluation:
Various algorithms, are used in this section. Some terms used here are adopted by credit cardfraud detection
researcher to calculate the accuracy of different approaches.

II1. Result
The Credit Card Fraud Detection System Home page:

Figure 3: Home Page
CREDIT CARD FRAUD DETECTION Home  Abox

Files and User Management

Management of credit card and files

TEAM

This is the home page of credit card fraud detection web application which is displayed after the user get access
by entering correct user name and password. It consist of various tabs such as about,contact, login, dashboard
and fraud detection.

The Detection Page:
Figure 4: Prediction Page

This is mainly for classifying whether the credit card transaction as fraud or normal. On clicking this, we go to
web page which contains a text area and ask for transaction details. In this after, putting 28 attributes of credit
card transaction, when we click on predict button someanalyses take place in backend and result is printed on the
screen that whether the transaction is normal or fraud and if transaction is fraud, credit card is block and
transaction is not allowedto take place and if transaction is normal, it is allowed to continue.
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Figure 5: Validation Page

This page display the result that whether the transaction is fraud or valid.

IV. CONCLUSION

In this project we have prepared fraud detector which detects whether the transaction is fraud or normal .We
have used various modules like data modelling ,class analysis , build model , model evaluation etc. For dataset
we have used Kaggle dataset .Dataset is the one which consist of all attributes .Attributes are class time, amount
,etc. We have also made confusion matrix and bar graph. Bar graph is made for time versus amount . There are
various technique that can be used to detectfraud .Genetic algorithm, Artificial neural network , etc can be used
.But in this we have used Autoencoder . we proposed a Real-time model for credit card fraud detection, for a
real-life datasetof Credit Card transactions, using Autoencoder.Deep Neural Network with Auto-encoder has
very promising results,with the best F1 score.The autenocoder model has more accuracy as compared toothers
It can remove noise like unwanted data to get necessary parametres.Evaluation is also checked for this
algorithm .Precision recall,accuracy ,FP,NP and many parameters are indentified and performed in deep.
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ABSTRACT
Today’s healthcare environment encourages patients to take an active role in their health management. Young
adults are seeking health information online and regard it as a reliable source of health advice. Due to this,
health care institutions are making significant restructuring and coordination to meet the growing demand for
access to quality care and cost savings. Urban areas have medicine and medical facilities that differ from rural
areas in medical terms. Accessibility to health services is a major concern in rural areas since they are more
difficult to reach. In the Covid-19 crisis, health care in rural areas is inefficient and feels useless. Web-enabled
information technology can increase the accessibility and effectiveness of Health Services Integration in the
event of a lack of heterogeneous resources. Blogs have become an excellent content medium for healthcare
institutions to demonstrate their knowledge, and understanding, it also increases awareness of current issues
which affect the general population. There are many advanced technologies for web building. One of them is the
MERN stack which is a Javascript-based technology. It increases security, and scalability and improves the Ul
of the website. We came up with developing a healthcare website that provides various services like video
calling, chat app, doctor’s appointments, and blogs on MERN stack technology.

Keywords: Healthcare, Blogs, Rural areas, Awareness, MERN.

I. INTRODUCTION

The global Internet continues to grow exponentially, providing innovative ways to act, communicate, learn,
connect and transform almost every aspect of our daily lives. Also, with the use of medical information on the
Internet, the expansion of health information on the Internet is affecting the relationship between doctors and
patients. With the rapid development of smartphones and mobile devices, it is becoming more and more
common for people to access information in this flexible way. The Internet can change a user's information-
seeking behavior and attitude. People are 2 looking for ways to get information about their health by searching
online for information that will help them decide whether to see a doctor in the post-pandemic world. The
public healthcare system in rural India has a great impact on rural society due to its cost-effectiveness and
availability. We have developed a website that provides various medical services. It’s easy to use and low in
cost. It’s built on the MERN stack which makes it secure and responsive. MERN (MongoDB, Express, React,
and NodeJS) Stack is a collection of powerful and robust technologies, used to develop scalable master web
applications comprising backend, front-end, and database components. JavaScript is used to build full-stack
web applications faster and easier. MERN Stack is a technology that is a user-friendly full-stack JavaScript
framework for building applications and is dynamic and secure.

II. LITERATURE SURVEY

In June 2021, [1] Jahnvi Gupta, Vinay Singh, and Ish Kumar, in this research, explained how chatbots may
predict user’s diseases. This research will utilize the RASA framework to create a chatbot. The chatbot, like any
other person, can connect with others and acquire the user's symptoms. It will then determine the most likely
disease and predict it, as well as the treatment options.

In July 2007, [2] D.S. Venkateswarlu, K.S. Verma and K.S.R.A. Murthy, this paper examined healthcare issues
in India and potential solutions from the standpoint of information and communication technology (ICT). It
starts with the needs of the rural population, the elderly, chronic patients, and accident victims, and then moves
on to. Healthcare requires an integrated solution to convey voice, video, and other data.

In August 2010, [3] Zui Chih Lee, Jenniffer, Yurchisin, and Chih Te Lin, In this paper we evaluated how to
make a website more attractive and trustworthy. The causes of consumers' willingness to purchase from apparel
retail websites, such as website attractiveness, consumer website identification, and website trustworthiness,
were investigated in this research study. Theories developed from social identity theory and earlier research on
online customer behavior were tested using a structural equation model.

In September 2020, [4] Ajay Rana, Nitin Pandey, Vinod Kumar Shukla, and Lekha Athota, in this paper we
evaluated how healthcare chatbot is important. Healthcare is critical to a healthy lifestyle. But, getting a doctor's
appointment for every health issue is quite tough. The concept is to use Artificial Intelligence to construct a
medical chatbot that can diagnose diseases and provide basic information about them before contacting a
doctor. The use of a medical chatbot will help to minimize healthcare expenses and enhance access to medical
knowledge.
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In April 2021,[5] Mohammad Monirujjaman Khan and Rezaul Karim, In this paper, looked at how significant
healthcare chatbots are. The construction of a smart e-health system for the Covid-19 pandemic is presented in
this research. It's a cutting-edge Telemedicine technology that allows patients to consult with doctors from the
comfort of their own homes. Opentok, Twillo, and 7 WebRTC were used to test video calling APIs. The key
features are real-time online doctor-patient contact and prescription. Due to the growing popularity of online
systems and the need to save time, people from far away will readily take advantage of this.

In December 2018, [6] Ashley Williams and Austen Rainer, in this article, identified benefits and challenges to
the use of blogs, considered quality criteria, and described methodology, based on the case survey, to gather and
analyze blog-based evidence. To ensure that large volumes of higher-quality blog content can be used
effectively in research.

II1.Proposed System

4 4

Fig 1: Proposed System

There are medical and health care facilities in urban areas, which are different from rural areas in terms of
medical care. Health services in the rural areas are the most concern for its residents since accessibility is quite
challenging. In the Covid-19 crisis, health care in rural areas is inefficient and feels useless. So, we have come
up with a website, which is RH-Care and it provides basic health information and services. On our website, a
user is required to login or register. After that, users can use various features. Users can also talk to chatbot and
chatbot will help users by predicting whether the user is positive for that disease or not. After that users can
book an appointment with a doctor. Doctors will use our inbuilt video calling app and send a link to that video
call to the user. Users will get the link through our inbuilt chat app which is RH-Chat. We also have RH-Blogs
in which users can create, update, delete and view blogs. The RH-Blogs categories section is also available. The
blogs will also have free health camp updates, diseases and symptoms, and other healthcare information for
awareness.

IV.TECHNOLOGY USED

The website is developed using MERN technology and python. Javascript Stack MERN Stack enables faster
development of full-stack web applications. There are four technologies comprising MERN Stack, which are
MongoDB, Express, React, and Node.js. It is designed to streamline the development process. This powerful
combination of technologies provides a complete framework for developers to work with, contributing to the
development of web applications.

MongoDB: - For the backend we used MongoDB which is a NoSQL database. MongoDB is a document-type
database that is easy to use and understand.

Express:- Using Express, you can develop both web and mobile applications with a robust set of Node.js
features. Node-based Web development can be done more quickly with Express. In our system, the express acts
like a middleware. Express simplifies and simplifies writing back-end code.

React: - Our frontend is built with React, a platform that supports JavaScript and allows users to create
components in Ul

Node.js:- A back-end JavaScript runtime environment running on the V8 engine, Node.js helps to execute
JavaScript code outside of a web browser. Developers can use JavaScript to write command-line tools and to
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run server-side scripts to produce dynamic web page content before the page is sent to the user's browser. We
also use Berypt, which is a Node.js library, for encrypting the user password.

V. RESULT AND DISCUSSION

“. »20

Fig 2: Login Page
Login Page consists of Email-Id and Password, forget password and register if the users do not register.

« »00
e a

Fig 3: RH-Blogs Page
The RH-Blog homepage displays various blogs with their author name, date, and time. There is also a section

about us on this site that gives a few details about RH-Blogs. In the write section, a user can also create a blog
by adding an image, title, and description. After that, the user is required to click on submit.

Fig 4: Video-Calling Page

The Video-Calling page consists of a mute/ unmute button, an End meeting button, a Turn on /off camera
button, and a user's screen. A doctor can send the meet link to the patient.
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RH-CHAT
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Fig 5: RH-Chat page
In RH-Chat a user needs to first Register or Login to access the Chatting Page. Patients and doctors can
communicate through RH-Chat, where reports and prescriptions can be shared.
Q localhost > » 0 0 i

Appointment Bookings

Fig 6: Doctor’s Appointment Page
When booking the appointment with a doctor, the patient must select the date and enter the details such as his
name and email address. Patients' appointments can be viewed by physicians in the appointment view section.
=) x| @ X @ « ¥ 8
00
SEND A MESSAGE

Hello User,

Fig 7: Contact Us Page

On the Contact Us page, the user is asked to enter its query along with its name and email address.
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Fig 9: RH-Blogs Database

In the above two figures, you can see the Login/Register page and RH-Blogs database. However, the user
password is in hash form, so even the admin can see it which improves the protection of the user password.

VI. CONCLUSION

In the Covid-19 crisis, health care in rural areas is inefficient and feels useless. So, we came up with the idea of
developing a healthcare website. We develop the website using MERN stack technology. RH-Care, RH-Chat,
and RH-Blogs are 3 major components of our website. It will reduce the gap between the doctor and the patient.
RH-Care fills the gap between a doctor and patient by providing services like video calling, doctor’s
appointments, and contact us. RH-Blogs help users get aware of various health issues in the general population.
RH-Chat helps users to communicate with their doctor via chat. Through this, we have tackled some issues and
reduced the gap between the patient and doctor.
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ABSTRACT

This Application acts as a vital role in saving the lives of individuals and that is additionally its main aim is to
assist the user to urge the desired organs at the right time. And it's a mobile-based Application developed within
the Android Studio. This Android Studio application provides a simple and quick thanks to look for organs. This
app permits users to search out organs in an emergency. Users have to register with the application that is
accessible on the app. And also, they'll get transient data on the donor’s contact details including their location.
The Objective of this Mobile Application is to style associate Android Studio Application to take care of
necessary data of the Patients, Donors, and report details for any bio-related organization. Project Organ
Donation App was developed in order that users will read the knowledge concerning registered Organ donors
like Name, Address, and different such personal details in conjunction with their details of people and different
Medical Details of the donor. This Mobile Application conjointly incorporates a login page wherever the user is
needed to register and solely then they'll read the supply of organ, if he/she needs to the most aim of developing
this Application is to scale back the time to an excellent extent to avoid outlay time in looking for the correct
donor and therefore the convenience of organ needed.

This Android Application will store the details of the donor in firebase and allow patients to see the available
donors. It also provides high performance of the health of donors.

Keywords: Android Studio, Donor, Firebase, Organ, Donation, Web application.

LINTRODUCTION

The demand of the organ has increased year by year and this has caused a lot of problems because of the
common sense that the organ cannot be harvested like plants. An organ should have been used by a human to
get confirmation that the organ is good to use in another human. But human are confused that are they good
donator to give organ and which organ can be donate. Humans are going lazy day by day and this makes them
fail to understand what good deeds can be done if they work a little more. In the case of organ donation if
humans find out how this organ donation works and what are the steps. They will be making a big change in
people's minds and life.

It is said that on an average day, there are nearly 300 deaths every day Roughly 5 lakh people die annually in
India due to lack of an organ donor but with less than one per million people opting to donate, the organ
donation rate in the country is one of the lowest in the world, according to estimates in India the statistics are
even worse as quite 8000 people suffer per annum without the right acquisition of a donor, why do these
fallacies occur? These mistakes occur as a scarcity of proper connection between a willing donor and a needful
patient, however this also hasn't stopped the illegal processes of organ transplants, where certain organizations
kidnap people and perform organ trafficking, there has always been a requirement to place a check of control on
of these issues. The Transplantation of human organ act (THO) was passed in India in 1994 to monitor and
coordinate organ donation and transplantation activities, there are certain higher authority bodies that were
commissioned thereunder , Appropriate Authority (AA): inspects and grants registration to hospitals for
transplantation, Advisory Committee (AC) : consisting of experts within the domain who shall advise the
acceptable authority , Medical board (Brain Death Committee): Panel of doctors responsible for brain death
certification. The main idea of this proposition is to possess a mobile application that provides people the
selection to be a donor when a hospital near them is in need of an organ, the application named as ' Organ
Donation App’ will be able to fetch the authorizations from the above-mentioned bodies, and connect the
donors with the most needful patient of the hour. The application is about bent start as an Android based one,
but eventually aimed toward reaching bent devices of all types , the appliance allows any normal civilian user to
register, but only the authorized admin from the opposite end can validate the credentials and user information
before they will tend to the necessity of a patient, in case of an organ donation, the hospital sends request for the
particular blood type and waits for a potential donor to respond.

Looking at the people who need help humans on the other side of the wall want to help these people with the
imagination of a new future taking part with more humans who want to come to the other side of the wall where
people are healthy with no physical drawbacks. So when they are on this side of the wall they will help others as
one did to them. People want to help others in need in the hope that they might be doing good even after they
are dead. But in most cases people have a lack of knowledge of how it is done or where to go for such things
and lots more.

63




International Journal of Advance and Innovative Research ISSN 2394 - 7780
Volume 9, Issue 2 (XX): April - June 2022

ILLITERATURE SURVEY

Solid organ transplantation is one among the foremost remarkable and dramatic therapeutic advances in
medicine during the past 60 years. This field has progressed initially from what can accurately be termed a
"clinical experiment" to routine and reliable practice, which has proven to be clinically effective, life-saving and
cost-effective. This remarkable evolution stems from a serial confluence of: cultural acceptance; legal and
political evolution to facilitate organ donation, procurement and allocation; technical and cognitive advances in
organ preservation, surgery, immunology, immunosuppression; and management of infectious diseases. a
number of the main milestones of this multidisciplinary clinical science are reviewed during this article [1].

This study sought to gauge the effectiveness of Project ACTS: About Choices in Transplantation and Sharing,
which was developed to extend readiness for organ and tissue donation among African American adults. Nine
churches were randomly assigned to receive donation education materials currently available to consumers or
Project ACTS educational materials. the first outcomes assessed at 1-year follow-up were readiness to precise
donation intentions via one’s driver’s license, card , and discussion with family. Results indicate a big
interaction between condition and time on readiness to speak to family such participants within the intervention
group were 1.64 times more likely to be in action or maintenance at follow-up than were participants within the
control group (p = .04). there have been no significant effects of condition or condition by time on readiness to
be identified as a donor on one’s driver’s license and by carrying a card. Project ACTS could also be an
efficient tool for exciting family discussion of donation intentions among African Americans although
additional research is required to explore the way to more effectively affect written intentions [2].

The importance of choosing more human leukocyte antigen (HLA)-compatible recipients for deceased donor
kidneys has declined because the donor and recipient demographics have changed, and because the await
transplants has grown in recent years. Although the general difference in 10-year graft survival rates between
the simplest and worst matched kidney transplants remains at about 18%, only about 15% of candidates can
expect to receive a HLA-matched kidney. Larger gains in survival are often realized by matching donors and
recipients more closely for age and other factors that are projected to extend the years of graft function for every
deceased donor kidney. For several patients, however, who are sensitized against HLA antigens by pregnancies
or previous graft failures, a more histocompatibility organ is that the only option for transplantation [3].

II1. DESIGN AND IMPLEMENTATION

There are many people within the world facing issues which will only cause two ways: Death or Cure. The cure
is removing the organ and replacing it with a working one. But this will happen only some is prepared to offer.
Organ donation takes healthy organs from one person and transplants them into another person, allowing the
recipient a far better quality of life

The application asks you to enter your medical records and therefore the report has been created by us which
mention the social information of the user. It also mentions the organ or a part of the organ which may be
donated. After the results collected, it's uploaded to the user account then the user is given a form to fill certain
the confirmation of Donation with the acceptable

User Information
» User registration: the appliance shall allow users to register and make a profile

* User authentication: When registering, the appliance shall allow users to authenticate using their username and
password.

o User Log in
o Users shall be able deactivate their account
o Users shall be able sign off

* Profile Management
The profiles of users shall contain the following:

First name, Last name, telephone number, Location, Email ID
The organ the donor decides to donate.

Algorithm
1. The application starts with Registration.

2. If the user is new, then he will be following the Sign in Page
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Once he has entered the valid credential, the user will be directed to the Login page.

After filling the form, user will be directing to Data Review page.

After review page, they will be directed to Dashboard

Dash board is where user can choose to update information if gets wrong or review the Data review page.
If the user is existing user then they will be directed to the dash board.

Step 6 again

A A S R

This loop can only be close if user decide to click on log out button in the dashboard.

There is also an information page where the user is motivated in to donate their organ, in form of text as well as
videos from celebrities explaining why it is important.

Sign In |

Forgot Password

Verification

— DashBoard

Update Data

Form Status

Donation Form

Data Review

il

Figure 1: Data Flow chart.

The above diagram represents the way how the application is used in order to collect information from the user
and save it in the database. The application also provide user to change or update the filled form in situation of
incorrect information.

IV.Result
The Android Application

OrganDonation OrganDonation

Figure 2: Home and Information page
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OrganDonation
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FORCOT PASSWORD

Figure 3: Login page.

The Web Application
= 8 0O CanDp@ -
2 . S PO cC0wmBECeS -
Figure 4: Form and Database Page.
V.CONCLUSION

We trust that the use that is grown on account of these ideas hopeful advantageous and adept in today's realm,
and would to serve those in utter need of tools.

Finding the nearest hospital and donor banks through an android app helps in increasing the chance of saving
the patient’s life especially in rural areas.

There is a phase in every human’s life where they think about doing something good and pure. And during this
phase they sometimes think of donating their organs. This is the time our application covers the maximum
distance to make things clear and easy. It is user-friendly to work with users. They will be educated and a small
path will be shown in order to make them a donor. After the application of the donor is completed and verified,
they will receive a Donor card.

This will be the motto of our application to inspire and make sure to add new people to fill up for organ
donation and help others with related doubts.
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ABSTRACT

Credit cards are the most convenient means of payment in today's society, both online and offline. It contributes
to cashless buying all across the world, every people are using ATM cards and credit cards, so fraud is also
increasing. Fraud occurs only when making an online payment since the credit card information is sufficient to
conduct the transaction, which will be on the credit card. Frauds tend to follow a pattern. It's tough to analyze
each credit card transaction separately when there are billions of them. We have used a machine learning-
based algorithm, predictive algorithms that can assist in the detection of fraudulent transactions. Due to
confidentiality issues, the dataset of credit card transactions is sourced from European cardholders containing
284,807 transactions. We employed random forest algorithms to analyze and predict fraud events, and so
determined the number of fraud transactions. The random forest algorithm’s accuracy and amount of errors
have been calculated. This work is implemented in Python using the Tkinter framework and streamlit done by
the implemented machine learning model.

Keywords: Credit Cards, Machine learning, Predictive, Python, Random forest, Streamlit, Tkinter

1. INTRODUCTION

As credit card usage is rising all over the world such as in government offices, finance, and corporate industries,
and many other organizations, fraud is also increasing. Mostly the online transaction takes place under bank
operations through credit cards or debit cards. There are many different types of credit card fraud that occur
when the credit card information of the individual is stolen and used to make unauthorized purchases and or
withdrawals from the original holder’s account and, account takeover, misplace card, account bankruptcy,
device intrusion, application fraud, counterfeit card, telecommunication fraud. all banks and financial institute
needs a system to detect scam transaction because the credit card is issued by the financial institute and people
used credit card funds for any purpose if unknown people use a credit card then additional charges are added to
the cardholder’s account. it is important that credit card companies should be able to recognize which
transaction is fraudulent and which is legitimate so that customers are not charged for items that they do not
purchase.

In credit card fraud detection systems many data mining and machine learning algorithms are used to solve this
fraud detection problem. In this project, we are exactly going to use a machine learning algorithm deployed to
analyze all the authorized transactions and fraud with high accuracy. Using a Kaggle dataset of nearly 284,800
credit card transactions dataset is labeled then it comes under a supervised learning-based algorithm, supervised
algorithms consist of a predetermined set of data that is provided for training the system and the system tries to
predict the results based on the previous examples or training data. Also, using metrics such as Accuracy,
precision, recall, and F1 scores. In addition, we will explore the use of data visualization techniques common in
data science, such as correlation matrices and confusion matrices, to gain a better understanding of the
underlying distribution of data in our data set. We implement a model using the Random forest algorithm,
which is a supervised classification algorithm. It is used for both regressions as well as classification kinds of
problems. For user convenience, we create a Graphical User Interface (GUI) to analyze and check the accuracy
of the legitimate and fraudulent transactions of the given dataset and predict the transaction using Web App
(Streamlit).

2. LITERATURE SURVEY

In a survey of many papers, all authors have focused on pre-processing and analyzing data sets as well as the
deployment of multiple anomaly detection algorithms such as Local Outlier Factor, Isolation Forest algorithm,
Random Forest algorithm, Adaboost algorithm, Support Vector Machine, Naive Bayes, K-Nearest Neighbor,
and Logistic Regression. To detect frauds, they compared one of two algorithms for better accuracy. On the
basis of better outcomes, they worked with that algorithm. In most of the papers participants using a Kaggle
dataset that is depending on the numeric value of probability between 0 and 1, a transaction will be classified
into one of the following categories: Non-Fraudulent, Doubtful, Suspicious, and Fraudulent on the PCA
transformed Credit Card Transaction data.

In [5] they have researched two techniques for credit card fraud detection as random forest algorithm and the
Adaboost algorithm. They have concluded that both give the same accuracy, but they consider the precision,
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recall, and the F1-score the Random Forest algorithm has the highest value than the Adaboost algorithm. Paper
[1] and [6] both have mentioned two algorithms that are local outlier factor and the random forest algorithm. In
[3] they have investigated the comparative performance of Naive Bayes, K-nearest neighbor, and Logistic
regression models in the binary classification of imbalanced credit card fraud data, these three techniques are
due to the less comparison they have attracted in past literature. In paper [2] they have highlighted real-time
credit-card fraud detection by using predictive analytics and an API module the end-user is notified over the
GUI the second a fraudulent transaction is taken place, they also focused on location-based fraud detection in a
future enhancement. Paper [7] consider the histogram of each parameter, they have implement two algorithms
that is Isolation forest and local outlier factor to do anomaly detection. they specially focused on importance of
understanding the data and precision. All authors have worked on some king of machine learning algorithm to
get the better accuracy of the system.

3. SYSTEM DESIGN

In designing, we implement a Graphical User Interface (GUI) using Integrated Development Environment
(IDE) that provides a user-friendly environment understood by a non-technical person such as a bank manager
and authorized person in the banking system. A credit card fraud detection system is a project based on
supervised learning, supervised learning is the learning in which we teach or train the machine by using some
data which is well labeled which means some data is already tagged with the correct answer. In the supervised
machine learning technique, we have calculated the different machine learning algorithms such as Logistic
Regression, Decision Trees, and Random Forest, to determine which algorithm gives suits best and can be
identifying fraud transactions. For credit card fraud detection, we implement different types of diagram which
represents the whole project in a better and easier way. It focused on the input and output of the system which
provides a high-level overview of major system components, key process participants, and important working
relationships. We need to determine the main features and the framework. When we are constructing the
framework, we determine the main purpose of our system.

Training

Dataset

Upload Credit Card lassil of
Dataset Processing Dataset Legitimate and Scam Aanciam:Forest
L algorithm
data
Kaggle 1

Genuine Decision Making to
transaction check if transaction
fraud or not

Fraudulent
transaction

Fig — 1: System Block Diagram

In the collection of data, we need to see from where we can collect the data and what is the various feature in
this data set. so, in this system, we had used a data set from Kaggle which contains transactions made by the
credit cards by European cardholders. The dataset contains numerical input variables as PCA (Principal
Component Analysis) transformation. Due to confidentiality, conversion is done so that the user’s personal
details remain hidden and the user’s security is maintained. Columns having heads as V1 to V28 show PCA
transformed numeric values but time, amount, and class features show their real values. After the data
collection, Data Pre-Processing observe that the data is highly unbalanced. For balancing this dataset, we used
the under-sampling technique. under-sampling is a technique to balance uneven data sets by keeping all of the
data in the minority class as it is and decreasing the size of the majority class. Here, we will build a sample data
set from the original data set which contains a similar amount of normal transactions and fraudulent
transactions. Here we have 492 fraudulent transactions and almost more than 2 lakh legitimate transactions, For
the balancing dataset, we take 492 fraud transactions as it is and take randomly 492 legitimate transactions from
that 2 lakh. so now our data set will become balance data set because we have 50% fraudulent transactions and
50% legitimate transactions. When data is balanced, we split data into training data and testing data. Training is
80% of our data whereas 20% is testing data. We feed this training data to our machine learning model and once
we trained our model, we will evaluate our model or find the accuracy of our model by testing it with test data.
Once we split the data we will feed our training data to our random forest model. After that, we filled different
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evaluating parameters like precision, Accuracy, Recall, and F1-Score. Lastly, we draw a confusion Matrix for
our model. A confusion matrix is structured data (table) that is used to describe the overall performance of a
classification model (or "classifier") on a set of test data for which the true values are known.

A. Random Forest Algorithm

The random forest is a supervised machine learning algorithm that built different decision trees instead of
relying on one decision tree the random forest takes the prediction from each tree and based on the majority
votes of predictions and it predicts the final output. It uses more t trees to reduce the risk of overfitting. There
are two assumptions in a random forest, there are some actual values in feature variables of the dataset, and
prediction from each tree must have a very low correlation. The decision tree is constructed by the source test
and is split into subsets based on an attribute value test. For each and every derived subset, this process is
repeated. When splitting no longer adds value to the predictions, recursion is completed.

] T berpls Trareny e § W o

| Teining i Tiwmarg Sevpte | Sl AR T 3

at

Fig — 2: Random Forest Algorithm
The basic algorithm that will be implemented for working of this proposed system is as follows:
1. Take the random dataset that is trained and randomly select some data points from training set.

2. Using the randomly created sample data now build the Decision Trees that are used to classify the cases
into the fraud and legitimate cases.

3. The Decision Trees are formed by splitting the data points, the data points which have the highest
Information gain make it as the root node and classify the fraud and non-fraud cases.

4. Now the majority vote is performed and the decision Trees may result in O as output which includes that
these are the legitimate cases.

5. Atlast, we find the accuracy, precision, recall, and F1 -score for both the fraud and legitimate cases.

4. SOFTWARE IMPLEMENTATION

First of all, we upload our dataset from the local repository in the CSV format. The dataset contains 31 columns
out of which 28 are named V1-V28 to protect sensitive data. The other columns represent Time, Amount, and
Class. Time represents the gap between the first transaction and the following one. The amount is the amount of
money transacted. Class O represents a legitimate transaction and 1 represents a fraudulent one. After uploading
the dataset, System give us permission to analyze the data, in the analysis GUI displayed the total number of
transactions, counts of frauds and normal transactions, and percentage of fraud transactions.

Fig — 3: Kaggle Dataset
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CREDIT CARD SCAM DETEC TION
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) -“'Fig —4: Data Analysis

After analyzing data using GUI, we plot a heatmap to get a representation of the data and to study the
correlation between our predicting variables and the class variable. This heat map is shown below:
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Fig — 5: Showing correlation matrix with a heat map

This heat map shows that the majority of the features do not correlate with one another. The dataset is now
formatted and processed. The time and amount column are consistent and the Class column is eliminated to
ensure fairness of evaluation. The following module diagram explains how these algorithms work together, this
data is fit into a model and the following algorithms are a part of sklearn. The ensemble module in the sklearn
package includes ensemble-based methods and functions for classification, regression, and outlier detection.
There is some python library using NumPy, SciPy, and matplotlib modules that provides a lot of simple and
efficient tools which can be used for data analysis and machine learning, and it is free and open source. we have
used Python (Tkinter framework) to make a GUI. Jupyter Notebook platform to make a program in Python to
predict the approach that this paper suggests. This program can also be executed on the cloud using the Google
Collab platform which supports all python notebook files. To predict the individual transaction, we have used a
Streamlit library to show the normal transaction and fraud transactions.

6. RESULTS
The confusion matrix derives basic performance measures; it contains four outcomes for a 2 by 2 matrix table.
To evaluate the result of the classification algorithm there are various parameters

Such as Accuracy, recall, precision, and F1 score. There are some following 4 important terminologies that will
help us in determining the metrics we are looking for:

e In True Positives (TP), the actual value is Positive and the predicted is also Positive.

e In True negatives (TN), the actual value is Negative and the prediction is also Negative.

e In False positives (FP), the actual is negative the prediction is Positive.

e In False negatives (FN), the actual is Positive but the prediction is Negative.

A. Accuracy: In accuracy, the number of correct predictions is divided by the total number of input samples.
Accuracy=TP+TN/TP
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B. Confusion Matrix: In the confusion matrix, the classification model performs on a set of test data for
which true values are known in a table format.

Actual Values

Positive(1) Negative(0)

Positive(1) TP FP

Predictive Values
Negative(0) FN ™

Fig — 6: Confusion matrix table.

C. Precision: In Precision, the number of correct positive outcomes is divided by the classifier’s projected
number of positive findings.

Precision=TP/TP+FP

D. Recall: In recall, calculated by dividing the number of correct positive results by the total number of
relevant samples.

Recall=TP/TP+FN

E. Fl-score: In F1-score, unify precision and recall into one measure, we take their harmonic mean.
Fl1score=2*(Recall*Precision)/

(Recall+Precision)

Our system obtained a confusion matrix for the random forest classifiers are as follows:

The model used is Random Forest classifier
The accuracy is ©.9995611109168493

The precision is 8.9866666666666667

The recall is ©.7551828488163265

The Fl-5core is ©.8554913294797689

Fig — 7: Output of the confusion matrix

From the confusion matrix, the model was correctly able to classify 56861 records as valid and 78 records as
fraudulent. However, it incorrectly identified a valid transaction as a fraudulent transaction 3 times and
incorrectly identified a fraudulent transaction as a valid transaction 20 times.

Random Forest Classifier - Confusion Matrix

- 50000

Valid

- 40000

- 30000

Fue Value

- 20000

Fraud

- 10000

Valid Fraud
Predicted Value

Fig — 8: Confusion matrix for random forest algorithm
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After creating the confusion matrix, we got the accuracy as well as the error rate that is 0.3% only. To predict
the individual transaction, we have used a Streamlit library to show the normal transaction and fraud
transactions.

7. CONCLUSIONS

From our analysis, we can conclude that the accuracy of the Random Forest algorithm is best compared to
another algorithm. When we consider the precision, recall, and the F1-score the Random Forest algorithm has
the highest value than the Adaboost algorithm. Credit Card Fraud Detection systems have become essential for
banks and financial institutions, to minimize their losses. By comparing other methods, we found that a random
forest classifier with boosting technique will be the best technique for classification. If these algorithms are
applied to bank credit card fraud detection systems, the probability of fraud transactions can be predicted soon
after credit card transactions.

8. FUTURE SCOPE

This model can further be improved with the addition of features like real-time detection of frauds. The model
should be able to detect fraud before doing any transaction. While we could not reach our goal of 100%
accuracy in this system. We did end up creating a system that can, with any such projects, there is some
improvement here. We will also include the alarming system when an unauthorized person accesses a credit
card. This model can be improved with the addition of more algorithms into it.
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ABSTRACT

A keyboard requires a great deal of resources and is restricted by its physical features. Additionally,
discarded keyboards also inevitably contribute to environmental pollution. Consequently, the touch screen is
designed replace the physical keyboard and thus reduces these flaws. However, the internal digital keyboard
on the touch screen takes up a substantial amount of space, which causes some content to be covered.
Moreover, the touch screen can be dirtied by fingerprints and become worn over time by human fingernails
through frequent use. Hence, it is necessary to develop a new type of environment-friendly virtual keyboard
with fewer flaws. The user’s fingertip has remained on a key for a long time; the program will regard this key
as an input. Typing without touching the keyboard is fulfilled to ignore obstructions covering the paper
keyboard.

Keywords: Hand Motion; Vision; Webcam; Finger recognition, gesture based;

I. INTRODUCTION

In this day and age, the PCs have become a significant part of life and are utilized in different fields
notwithstanding, the frameworks and strategies that used to collaborate with PCs are obsolete and have
different issues, which will talk about somewhat later right now. Consequently, an extremely new field
attempting to defeat these issues has developed to be specific Human Computer Interactions (HCI).
Despite the fact that, PCs have made various progression in the two fields of Software Hardware, Still the
essential manner by which Humans collaborate with PCs continues as before, utilizing fundamental
pointing gadget (mouse) and Keyboard or propelled Voice Recognition System, or possibly Natural
Language handling in truly propelled cases to make this correspondence progressively human and simple
forus.

Our proposed venture is the Hand motions acknowledgment framework to supplant the essential pointing
gadgets utilized in PC to portray hand motions. Last, the affirmation of hand movements is rehearsed by
evaluating the closeness of the component data.The input devices giving the main picture information
fuses standard camera, sound framework camera, and ToF (time of flight) camera. The sound framework
camera and ToF camera likewise give the significance information so it is definitely not hard to parcel the
hand region from the establishment to the extent the significance map.

A virtual keyboard is software that is used to emulate a standard keyboard. To control machines, we
generally need a controller equipped with a number of keys. As we all know, a keyboard takes up a large
amount of space. In order to improve portability, an alternative to the physical keyboard must be found. A
touch screen virtual keyboard is the most popular solution for portable devices such as iPads and smart
phones. A picture of a keyboard is displayed on a computer screen and the user points and clicks on the
pictures of keys to enter text. But our project is based on Al we will use a camera which will detect your
hand and by clicking on the keyboard on the screen you can easily type what you want. This will help to
reduce the space required for keyboard and it will be easy to use

Virtual keyboards are commonly used as an on-screen input method in devices with no physical keyboard,
where there is no room for one, such as a pocket computer, personal digital assistant (PDA), tablet
computer or touch screen-equipped mobile phone. Text is commonly inputted either by tapping a virtual
keyboard or finger-tracing. Virtual keyboards are also used as features of emulation software for systems
that have fewer buttons than a computer keyboard would have.

Al is much more about the process and the capability for super powered thinking and data analysis than it is
about any particular format or function. Although

Al brings up images of high-functioning. Al has become a catchall term for applications that perform complex
tasks that once required human input such as communicating with customer’s online or playing chess. The term
is often used interchangeably with its subfields, which include machine learning and deep learning. There are
differences, however. For example, machine learning is focused on building systems that learn or improve their
performance based on the data they consume. It’s important to note that although all machine learning is Al, not
all Al is machine learning.
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II. RELATED WORK
Most recent advancements in augmented reality (VR) innovation give amazing number of uses about
wellbeing, amusement, restoration, instruction, and furthermore account. The main idea behind these

Applications is to boost the Sagayam et al [10] propose some movement acknowledgment systems were
concentrated on accessible movements with emphasis. Additionally, Hidden Markov model and variable
classifier procedures over hand motion were given. Over the world, for conveying, gesture based
communication is generally utilized by the hard of hearing network. For the hard of hearing individuals
who experience the ill effects of hearing misfortune, it is extremely hard to speak with hearing individuals.
In this manner, gesture based communication acknowledgment (SLR) was introduced to improve the
correspondence.

Hassan et al. [11] explains Arabic SLR (ArSLR) was taken a shot at with Modified k- Nearest Neighbor and
Hidden Markov Models (HMMs) methodology. In like manner, with Polhemus G4 development tracker
and a camera, two new ArSLR datasets that have 40 Arabic sentences were gathered. Sign sentences
assembled by development tracker were differentiated and sentences accumulated by sensor gloves on
portrayal precision. As per the correlation, their grouping precision were fundamentally the same as. In
Hasanuzzaman et al. [12], day by day exercises and medicine admission of elderly individuals was
observed with radio recurrence ID (RFID) sensors and a camcorder at home. RFID perusers observed
jugs. A camcorder checked the move of making medication with utilizing face discovery, foundation
subtraction, action location and mouth identification. Another logical classifier was introduced to delineate
vector to a character together with incline varieties identification in air- composing through a fingertip or
deliver Mohammadi et al. [13]. Close by motion acknowledgment, neural systems are generally utilized for
hand joints-based motion acknowledgment

In Mary gladence et al [16], A new model called (L, M, S, K) based on the Flexible and Accurate Motif
Detector (FLAME) was introduced. FLAME is a versatile suffix- tree-based algorithm which can be used
with a variety of meanings to find frequent patterns.

V. PROPOSED METHODOLOGY

Picture handling is a technique for conducting such procedures on a picture in order to get an improved
picture or to retrieve any useful data from it. It is a kind of sign handling where information is a picture
and yield may be image or attributes / highlights relevant to that picture.

Right now, against robbery gadget which would be sufficiently proficient to recognize burglary utilizing
movement detecting camera utilizing Al and caution the proprietor with ready message alongside the
caught picture of that occasion of movement.The Haar Cascade calculation is utilized to prepare
information. The gadget will be a continuous framework alongside simple to utilize interface, which will
be demonstrated helpful as far as security of individuals just as their important things/objects. Haar
Cascade is an Al object discovery calculation used to distinguish protests in a picture or video.

Start The
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A Mouse 4
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Algorithm Functions
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A

The Convex Hull Process Matching The Defects

Fig. 1: Proposed architecture
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In Ma et al. [14], to build up the precision close by signal acknowledgment from loud datasets, a settled
interim unscented Kalman channel (UKF) together with long momentary memory (NIUKFLSTM)
organize was introduced. Along these lines, the commotion in the consecutive hand skeletal information
was rethought and the acknowledgment exactness was created. In the computer generated reality region,
interoperability of virtual articles in augmented reality can be furnished by a Leap Motion with Interfacing
over an augmented simulation head- mounted Presentation (VR HMD). Since Leap Motion can
distinguish hand motions or precise finger positions. In any case, for an augmented experience application,
it is uncomfortable to decide the specific situation of the real client's hands. Hence, mistakes develop
during the cooperation of genuine client's hands and the virtual hands. In Park et al. [15], a strategy was
introduced for organizing and planning the yield territory in VR HMD and detecting region in Leap
Motion.

In Sivasangari et al .[15], The proposed architecture consists of a large convolutionary neural system
(DCNN), where photographs and sketches1 are used to link exchange learning to enable the system to be
comfortable with the connection between the two modalities.

METHODOLOGY

Problem Description The aim of this paper is to implement a computer application which uses alternative
methods to control keyboard and mouse cursors for rehabilitation of people who are suffered from stroke so that
they can recover the side effects. Therefore, we propose a new keyboard and mouse cursor control system based
on vision and color recognition technique, utilizing hand gestures recorded from a webcam.

Captures live video via webcam

Y

Recognized yellow color cap

| mouse control
module key pressed?

Operates as Virtual
Keyboard

Yes

Y

Operates as Virtual Mouse

Fig. 1. Overview of proposed interactive computer system
Figure 1: shows the overview of the process of interactive keyboard and mouse controlling system. This work
aims at creating a system that recognizes the colors

Working of Keyboard
We used the following procedure to type on virtual keyboard using our fingertip:

Step 1: Capturing real time video using computer’s webcam

Step 2: Processing individual image frame from the captured video
Step 3: Converting image frames into HSV format

Step 4: Creating a filter which can create the mask for yellow color

Step 5: Draw contours from the mask. We will loop through all the contours and put a rectangle over it for
object tracking

Step 6: Find position of yellow color object over the virtual keyboard
Step 7: Print the character which is pointed by yellow colored cap
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Figur 3: displays a live demonstration of typing using fingertip
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The mask creates some specific region of the image according to certain rules.

Instead we draw contours from the mask. For object tracking, we loop through all the contours. Convex hull of
a set X of points in any space is defined as the smallest convex set that contains X. Any deviation of the object
from this convex hull can be considered as convexity defect. The convex hull of a finite point set S can be
defined as the set of all convex combinations of its points.To find the contours in the image, we have used
cvFindContours () function of OpenCV which uses an order finding method to detect edges. We are interested
in extracting the hand contour in the contour extraction process so that shape analysis can be done to determine
hand gestures. The hand contour convexity defects were measured using OpenCV’s cvConvexityDefects()
function. Convex hull of an object can be defined using the convex combination of all its points.

Convexity defects are identified when there is any deviation of the object from its convex hull [9]. After the
convexity defects are acquired, two major tasks are considered to determine mouse control functions:

— Identifying fingertip and
— Counting number of fingers from the number of convexity defects

— If it detects two fingers, it will move the mouse cursor in the four directions (left, right, up and down)
according to the movement of the fingers

USES AND ADVANTAGE
» It can be used on any platform Like Word, Excel, Different internet search engines.

* Can be Accessed On any device.
»  Using the Software Is Easy we have Converted the pyton program into an executable file.

*  Which makes it more convienent and easy to use
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Fig. 8. Experimental result of virtual keyboard

78




International Journal of Advance and Innovative Research ISSN 2394 - 7780
Volume 9, Issue 2 (XX): April - June 2022

The above figures shows that the how the gestures has bbeen used for control the video player. By using
Background substraction method implementing the several filters to get the features of the original image.
By showing single fingure to the webcam of the computer the action of the video player will be backward.
BY showing Two fingers the action is volume decreased by showing three fingers the video will play
forward and by showing five fingers the volume will be increased.

PROJECT SCOPE
In some Ways it needs further more enhancements in this project. The Distance from webcam and us should be
appropriate that needs to be fixed. It should be much more stable. It require some additional feature such as
remembering the last word used and recognize proper spelling which can be improved by using Natural
language processing.

PROBLEM STATEMENT

In today’s world technology is more advanced. All the things are done digitally with help of devices like mobile
phones, laptops, computers etc. But today also to access the device like laptops, computers we used standard
keyboards that required space and also the cost of maintains is high. These keyboards can be easily getting
damaged. To use the technology and find solution to replace the standard keyboard we try virtual keyboard that
is quite better solution to solve these problem. with the help of virtual keyboard we can achieve goals that we
want in today’s world with help of our technology.

CONCLUSION

The vision based cursor control utilizing hand motion framework was created in the C++ language,
utilizing the OpenCV library. The framework had the option to control the development of a Cursor by
following the client’s hand. Cursor capacities were performed by utilizing distinctive hand motions. The
framework has the capability of being a practical trade for the PC mouse, anyway because of the
imperatives experienced; it can't totally supplant the PC mouse. The significant requirement of the
framework is that it must be worked in a sufficiently bright room. This is the principle motivation behind
why the framework can't totally supplant the PC mouse, since it is normal for PCs to be utilized in open air
situations with poor lighting condition. The precision of the hand motion acknowledgment could have
been improved, if the Template Matching hand motion acknowledgment technique was utilized with an
Al classified.Here, what did is, simply open our content document it will consequently dispatch a video
player. Here picked VLC Media Player. At that point content stops execution for predefined time to stack
the media player. After video document is being played then framework summons the instruments that
required to run it for example OpenCV, Camera, pyautogui.

Presently, prepared to do simply kick back and control without utilizing any conventinal technique.
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ABSTRACT

Cancer is the greatest cause of death worldwide. By the time of the pandemic, an estimated 1,735,350
additional cancer cases had been diagnosed in just one country. In just one year, 609,640 people died as a
result of the sickness. Cancer comes in a variety of forms, including: Cancers include skin melanoma, lung
bronchus cancer, breast cancer, prostate cancer, colon cancer, and rectum cancer. Bladder, kidney, and renal
pelvis cancers, to name a few. With the prevalence of so many different types of cancer on the rise, it's critical
to be well-informed and knowledgeable about it. Cancer affects a significant number of people and has a large
number of victims. It has progressed in the field of research.

Keywords: Bayes Theorem, Cancer, Data Mining, Naive Bayes, Predictive.

1. INTRODUCTION

Cancer has been characterized as a heterogeneous disease consisting of many different subtypes. The early
diagnosis and prognosis of a cancer type have become a necessity in cancer research, as it can facilitate the
subsequent clinical management of patients. The importance of classifying cancer patients into high or low risk
groups has led many research teams, from the biomedical and the bioinformatics field, to study the application
of machine learning (ML) methods. Therefore, these techniques have been utilized as an aim to model the
progression and treatment of cancerous conditions. In addition, the ability of ML tools to detect key features
from complex datasets reveals their importance. A variety of these techniques, including Artificial Neural
Networks (ANNs), Bayesian Networks (BNs), Support Vector Machines (SVMs) and Decision Trees (DTs)
have been widely applied in cancer research for the

development of predictive models, resulting in effective and accurate decision making. Even though it is evident
that the use of ML methods can improve our understanding of cancer progression, an appropriate level of
validation is needed in order for these methods to be considered in the everyday clinical practice. In this work,
we present a review of recent ML approaches employed in the modelling of cancer progression. The predictive
models discussed here are based on various supervised ML techniques as well as on different input features and
data samples. Given the growing trend on the application of ML methods in cancer research, we present here
the most recent publications that employ these techniques as an aim to model cancer risk or patient outcomes.

2. LITERATURE SURVEY

[1] Rajshree Dash; “A hybridized K-means clustering approach for high dimensional dataset”; International
Journal of Engineering, science, and technology; 2010; Volume 2 As a first phase for K-means clustering, the
Principal Component Study (PCA) method will facilitate the analysis and presentation of multi-dimensional
data sets. We've also developed a novel way for locating the initial centroids in order to improve the algorithm's
effectiveness and efficiency.

[2]AdaandRajneet Kaur; “Using some data mining techniques to predict the survival year of lung cancer
patient”; International Journal of computer science and mobile computing; 2013; Volume Due to the nature of
cancer cells, where the majority of the cells are overlapped with each other, early diagnosis of lung cancer is a
difficult challenge. This study explains how to use a feature extraction procedure and a neural network classifier
to determine whether a patient's condition is normal or abnormal at an early stage. Following that, we use the
retrieved features to forecast a patient's survival rate.

[3]ZakariaSulimanzubi; “Improves treatement programs of lung cancer using data mining techniques; Journal of
software engineering and applications; 2014 Although lung cancer is a fatal disease, there is a good chance that
the patient will be cured if the disease is detected early enough. At first glance, lung X-ray chest films appear to
be the most reliable method for early detection of lung cancers. However, due to serious errors in some
diagnosing cases that result in poor outcomes and death, computer aided diagnosis systems are required to assist
medical personnel in achieving high capability and effectiveness.

[4] Charles Edeki; “Comparitive study of data mining and statistical learning techniques for prediction of cancer
survivability”’; Mediterranean journal of Social sciences; 2012; Volume 3These methods are employed in the
domains of computational biology and bioinformatics. Computational biology and bioinformatics combine
components of biology, computer science, mathematics, and other disciplines to tackle biological problems
(Adams, Matheson & Pruim, 2008).
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[5] A Sahar; “Predicting the severity of breast masses with data mining methods”; Data mining is the process of
sifting through vast data sets to discover patterns and develop links in order to solve problems through data
analysis. Cancer is one of the most common causes of death worldwide. The early detection and prevention of
cancer is critical in reducing cancer-related fatalities. The identification of genetic and environmental variables
is critical in the development of new cancer detection and prevention approaches.

3. SYSTEM DESIGN

Here we proposed a system to make it visibly hand able and easy to use for even a first time userto predict the
result in the manner that will not make it difficult to understand for both our entities the amin and the user. This
system is proposed to create awareness as well as the motive to make it accessible to the patient with cheap
alternative system which provides a high-level overview of major system components, key process participants,
and important working relationships. We need to determine the main features and the framework. When we are
constructing the framework, we determine the main purpose of our system.
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Knowledge Base Data
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A Build Model
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z g
T — =
cE
s Random Forest
2 s
2 g
® a
e &
b A Test Data using SVM
(4]
=
=
=]
Yes 0 No
Ready for Prediction of Redefine Model

Breast Cancer

Fig — 1: System Block Diagram

Cancer is named the most unpredicted and dangerous disease existing till date. It’s detection andprediction in
early stage can help a lot for avoiding death rates. Symptoms can help to clear a view of such disease that may
lead to death. Therefore, a technique of naive bayes is used to get a predicted result for cancer. With the help of
symptoms like blood clots, breast size, Headache, Vomiting, Stomach pain Memory loss, Through rashes, Body
aches (the symptoms are analyzed by the registered doctor). Further the cancer cluster of symptoms are
bifurcated into various frames of cancer by the technique of data mining. The data fed in the form will be
analyzed laterby an expert doctor or specialized we trained our model, we will evaluate our model or find the
accuracy of our model by testing it with test data. Once we split the data we will feed our training data to our
random forest model

A. Navie Bayes Algorithm

The Naive Bayes classification algorithm is a probabilistic classifier. It is based on probability models that
incorporate strong independence assumptions. The independence assumptions often do not have an impact on
reality. Therefore, they are considered as naive. You can derive probability models by using Bayes' theorem
(credited to Thomas Bayes). Depending on the nature of the probability model, you can train the Naive Bayes
algorithm in a supervised learning setting. Data mining in Info the Naive Bayes classification algorithm is a
probabilistic classifier. It is based on probability models that incorporate strong independence assumptions. The
independence assumptions often do not have an impact on reality. Therefore, they are considered as naive. You
can derive probability models by using Bayes' theorem (credited to Thomas Bayes). Depending on the nature of
the probability model, you can train the Naive Bayes algorithm in a supervised learning setting.
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The basic algorithm that will be implemented forworking of this proposed system is as follows:
1
2
3.
4

5.

User has to enter necessary data into the applications fields like symptoms and personal information.

Enter patient Record

Data Set

:

Naive Bayes

Calculates probability of each attribute

:

Calculates yes or no probability

I—’{ Tells about the risk

Fig-2: Navie Bayes Algorithm

Then combine user input and Data set to get the accurate results.

Then Navie bayes Algorithm will be applied on to the user data and dataset.

Then with the help of the algorithm it will calculate the probability of having cancer to the user.

Then finally the result will show to the user.

4. SOFTWARE IMPLEMENTATION
SMSS: Microsoft SQL Server is a relational database management system developed by Microsoft. As a
database server, we have used it as a software product with the primary function of storing and retrieving data as
requested by other. Here we have used it our priority to make datafetching easy.

Visual Studio2019: Microsoft Visual Studio is an integrated development environment (IDE)from Microsoft. It
is used to develop computer programs, as well as websites, web apps, web services and mobile apps. Visual
Studio supports 36 different programming languages and allowsthe code editor and debugger to support nearly

any programming language.

First of all, we upload our dataset from the local repository in the CSV format.
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5. RESULTS
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Fig- 3: Login Page
Login page: There are two logins on our website one is admin and another is user. This grants access to the
doctor as well as the patient to add their details and make a clear perspective towards this login.
The most convenient way to use it is for the doctor to check the patients detail report for prediction.
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Fig-4 Admin login.

Admin Login: Here it is the outlook and login for the doctor that will further give access to admin to make a
prediction looking at the entered data from the user.

Following is the examples of what is inside admin login page.
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Fig 5: Users details

In user detail user can fill the data like name, address, contact number etc. and then user can login for the further
process.
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Fig 6: User login.

Here we have the details to be filled by the user to track the details of his /her inputted data that will be verified
by the doctor/ amins present in our webpage for the prediction of the cancerous disease.

There are details to be filled for the data that will be in common with the symptoms the user will be facing.
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Fig 7: diagnosis form
In diagnosis form user can feel their data like name, age, gender. after submitting these detail symptoms detail
page is open where user can feel their diagnosis details.
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Fig 8: Symptoms Details

In Symptoms Details user put their diagnose Symptoms details like Chest pain, itching in mouth, Stomach pain,
headache, etc. after submitting these details then result will show
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Fig 9: Result of Symptoms

If the user entered details are matched with predefined dataset it gives the positive result otherwise it will give
negative result

6. CONCLUSION

Our investigation focuses on the current cancer situation in hospitals and its flaws. It exhibits how the meaning
of the word "prediction" and the sense of assisting in the conception of the medical outcome of this prediction.
The research underlines the shortcomings of existing cancer prediction and the need to understand them in
depth in order to avoid unfavorable cancer outcomes. We encourage researchers to think about a cancer
prediction system as a whole and develop behaviour prediction and improved sensing characteristics that can
help to identify and avoid skilled and critical malignant disorders in the future. Security is critical for the proper
installation and development of cancer prediction systems. Furthermore, it provides a sense of security to
hospital patients.

7. FUTURE SCOPE
This project is created with the motive to make it easy and cheap delivery of medicalservices and it has to
be the all over motive for this project.

We are planning to add the feature where the user might be able to schedule the appointment and personal or
virtual meeting with the designated doctor as per thepatient’s preference or as the web page suggest the patient
as per the doctor’s specification.

Might add the feature where the precaution of doctor can be added in detail prognosisand also make it
available for the user as prescribed data for medication.
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ABSTRACT

Today technology has made medical health very accessible to people. Mental health applications are a
convenient method to improve your mental well-being. These applications are not intended to diagnose a
disorder or to replace professional mental health care. They, however, can help with your general mental
wellness. Apps are a convenient way to obtain extra help in between therapy sessions or office visits, and they
can also provide ongoing support once you've completed therapy. Apps for mental health can give daily tasks,
encouragement, and other strategies. Many types are evidence-based interventions based on research and
therapy practices. According to Statista, one of the most popular categories in smartphone applications is
"health and lifestyle”. According to a credible study published in 2018, mental health apps may aid in the
monitoring and management of mental health conditions. As a result, our software would be useful in advising
and assisting users with their overall health management as well as offering access to appropriate expert
assistance. Our software has the potential to improve self-management, cognition, skills training, social
support, and symptom tracking by offering mental health interventions. The user can self-assess their own
mental wellbeing as well as access professional help through our software.

Keywords: Coping Skills, Emotions, Healthcare, Journaling, Mental Health, Mood Tracker, Productivity, Self-
care.

1. INTRODUCTION
"Having a mental disorder isn't easy, and it's even tougher when others assume you can just get over it,"
according to a mental health care portal.

That is correct. It is the persistent stigma that prevents sufferers from seeking appropriate therapy for their
mental health problems. However, by offering many mental health apps, today's technology is helping to de-
stigmatize psychological illnesses.

These apps are simple to use for anyone dealing with mental health issues, and they are even thought to be
beneficial in tracking the therapy process of people with various mental health diseases. According to the
National Institute of Mental Health, technology-based mental health solutions can help with a number of
psychological issues.

This is where these applications come in handy, whether it's for information, self-improvement, or access to
mental health treatment. Many users also use apps to educate themselves with the terminology of mental health
wellbeing, which helps them gain confidence in seeking out established therapy and counselling providers.

1.1 PROBLEM STATEMENT
With people's lives becoming increasingly stressful and hectic, a system that can alert them to their physical and
mental health for their well-being is needed.

One of the most effective and favored methods of coping with mental health has been self-assessing and
tracking emotional well-being. Our application would make it simple to attain this goal.

To be able to assist and guide users in managing their overall health and to provide them with appropriate expert
assistance.

1.2 LITERATURE SURVEY
e Rozita Yati Masri, Hajar Mat Jani, Alicia Tang Yee Chong [1] presented a proposal regarding an Expert
System Approach in Diagnosing Mental Health.

Because the intended Expert System (ES) will be utilized to serve the Malaysian public, a survey of the general
public was conducted to gauge public perceptions of mental health and mental disorders in the country.
Interviews and a survey for psychotherapists are now being used to look at the prevalence, severity, and
treatments of stress-related, psychotic, and neurological disorders among Malaysian mental patients. The
proposed ES will be utilized by psychotherapists to assist them in the same way that a true expert would.

e Ariel Teles; Ivan Rodrigues; Davi Viana; Francisco Silva; Luciano Coutinho; Markus Endler; Ricardo
Rabélo published a paper for the topic Mobile Mental Health: A Review of Applications for Depression

87




International Journal of Advance and Innovative Research ISSN 2394 - 7780
Volume 9, Issue 2 (XX): April - June 2022

Assistance. The author's goal in this research is to discover, analyze, and characterize the current state of
mobile applications dealing with depression. They did this by conducting a comprehensive review of
depression support apps. Following the application of the inclusion and exclusion criteria and a quality
review of the results, 216 apps were chosen for the data extraction phase, where they highlighted their merits
and limits while also identifying gaps and trends. The findings of this study revealed an increase in the
variety of app uses, including chatbots, online therapy, educational tools, mood trackers, testing, and self-
help.

Jamie M Marshall, Debra A Dunstan, and Warren Bartik published an article on the topic “Effectiveness of
Using Mental Health Mobile Apps as Digital Antidepressants for Reducing Anxiety and Depression:
Protocol for a Multiple Baseline Across-Individuals Design” in the year 2020 amidst the COVID- 19
pandemic, a time when mental health was getting downhill day by day as time passed. The purpose of this
study was to determine the efficacy of five apps (Destressify, MoodMission, Smiling Mind, MindShift, and
SuperBetter) in reducing symptoms of anxiety and/or depression. These apps were chosen because they are
freely downloadable, have published proof of efficacy, and are publicly available. Their study concluded that
the evidence base for mental health apps that offer treatments for anxiety and depression is currently lacking.

2.1 OBJECTIVE

The Aim of this application is to bring forward the awareness and importance regarding issues related to mental
health. To be able to help and guide user with their overall health management as well as providing access to
adequate professional help to them. The impact it could bring into the lives of people, change their lifestyle into
a healthy one and help organize their daily life, is what we aim through our project.

2.2 REQUIREMENTS

i) Software Requirements

A.
B.
C.
D.
E.

Operating system: Any windows will be optimal enough for running this project.
Programming languages: JAVA

Front-end: XML

IDE: Android Studio

Backend Database: Firebase

ii) Hardware Requirements

A. System:
A pc with minimum 4 GB RAM

Intel Pentium and above processor.

B.

Disk Space: A minimum of 750MB free disk space.

2.3 Design & Implementation

This project is based on maintaining the user’s mental health and guiding the user with accurate knowledge. The
application keeps track of the user’s mental well-being by tracking their moods, providing positive affirmations,
maintaining the gratitude journal and providing professional help. The application uses Firebase as its backend
database to maintain the applications’ functioning and requirements.

1.
2.

The User downloads and opens the application.

The User then would be prompted towards the Login Page. First time users must register on the Registration
Page or can login themselves through their Google account.

The User would then land up on the Dashboard which consists of the Main/ Home Page first. The Home
page consists of the Informational Guides (consisting of various types of authentic data and media) the 4
main categories in Mental Health — Healthy Diet, Physical Wellbeing, Emotional Wellbeing and Activities.

. The Home Page also consists of a Gratitude Journal / Diary. The user can write their thoughts and emotions

and it gets saved in the database.

. The User then can also can feel better by going through the Positive Affirmations page. There they can see

many positive thoughts and uplifting emotional sayings.

The User can also track their emotions using the Mood Tracker which will keep their emotional wellbeing in
check.
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7. Then navigating through the dashboard the user will land up in the second page i.e. the Therapists page
which will be providing the user with professional help to the user.

8. The third page consists of inspirational stories and blogs the user can go through.

9. The final page consists of User’s Settings where they can share the application and can send feedbacks for
the application.

Fig 1.0 the Proposed System

Proposed System
Registered
Login Sign up
Dash
Board
. .
Homepage 4
Therapists Discover Profile
. lnlonnwonal
L Biog Feedback |
I Mood
Tracker Share App
——s|  Journal
Positive 8
=% Affemations

The above mentioned Fig.1.0 describes the
Proposed System for the application

3. CONCLUSION
The application tracks human behaviors and emotions, allowing users to gain insight into what they may be
experiencing. This will aid in the maintenance of their emotional well-being.

These applications are easily accessible to anyone struggling with mental health issues, and they are even
thought to be effective in tracking the therapy process of people suffering from various types of mental health
disorders. According to the National Institute of Mental Health, technology-based mental health solutions are
beneficial for a wide range of psychological issues due to anonymity, 24-hour services, and lower costs. To
fully grasp the potential of smartphones for the treatment of mental health illnesses, creative use of their new
capabilities is required. The goal of this research is to look at the link between mental health and human
behavior. It will also be designed with the goal of contributing to society.
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Fig 2.0 the Main Page of the Application
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The above mentioned Fig. 2.0 describes the main page of the application which consists of the navigation bar
through which the user can access various other modules of the

Application

Fig 3.0 the Blog Page of the Application
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Fig 3.0 the Gratitude Journal & Affirmations Page of the Application
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ANIMAL DETECTION USING DEEP LEARNING
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ABSTRACT

Efficient and reliable monitoring of wild animals in their natural habitat is essential. This project develops an
algorithm to detect the animals in wildlife. Since there are large number of different animals manually
identifying them can be a difficult task. This algorithm classifies animals based on their images so we can
monitor them more efficiently. Animal detection and classification can help to prevent animal-vehicle accidents,
trace animals and prevent theft. This can be achieved by applying effective deep learning algorithms.

Keywords: Animal Detection and Classification, Camera-trap images, Deep learning Algorithm, DSNN
features, SVM, etc. weather, rains, etc. Also, the natural camouflage of animals poses

1. INTRODUCTION

Nowadays, huge data on wildlife activity and behavior can be obtained over larger space and time
domain.Camera-trap methods and many other digital technologies can be used in wildlife monitoring and
analysis due to relatively low cost and easy to-use. With the growth in data on wildlife, the study related to
wildlife has become more convenient such as studying the effects of climate change on wildlife, alterations in
habitat, impact of human intervention on animals and biodiversity over different seasons, areas and species. For
monitoring wildlife, sensor cameras are placed on trees in a region creating a stationary camera-trap network.
The camera traps are activated; each time motion is sensed, and a short video of animals activities are recorded
with details about the surroundings (illumination levels, humidity, temperature, and location). Camera-trap
networks are vital for acquisition of wildlife data without any disturbance. Moreover, camera trap networks are
economically feasible, easy to deploy at larger space and have low maintenance cost; as a result, they are widely
used for wildlife monitoring. We can easily obtain data about the visual aspects of animal from the camera-trap
images ,that help to know the behavior and biometric features of species along with the relevant features related
to wildlife habitat and surroundings. Recently, a huge set of camera-trap images have been acquired which
challenges the capability of manual annotation and image processing. There is a dire need to design multiple
tools for automated processing of these huge camera-trap images such as animal identification, segmentation,
extraction, and tracking. In this work, we propose a method to detect wildlife animal using CNN based on
camera-trap images. Object segmentation and detection from the background based on the motion of object are
a necessary step for automated analysis from image sequences. Several studies are based on background and
foreground modeling for object detection, however, challenges are involved with complex dynamic scene
modeling. The image sequences captured by camera traps consist of natural and dynamic scenes that are
challenging to analyze using existing techniques. The natural scenes are usually highly cluttered with swinging
trees, waving water, shifting shadows, changing another difficulty for analyzing natural scenes. The prime
challenge for wildlife detection is to design models that can handle complex backgrounds and efficiently detect
animals from dynamic scenes. Conventional approaches based on motion are inefficient with dynamic scenes.
Lately, techniques based on deep neural networks are employed for object detection such as Region-based
Convolutional Neural Networks (RCNN), Fast- RCNN, and Faster-RCNN. Generally, the object detection can
be divided into two steps: first; the detection of image regions using region proposal methods that may contain
desired object and second; classification step that detects whether the regions contain the desired object or not.
Object detection in terms of animal detection deals with problem of accuracy and speed due to the highly
dynamic and highly cluttered image sequences obtained from camera traps. The available region proposal
approaches create a huge amount of candidate regions. We observe that DCNN is computationally
comprehensive and also requires performing region classification multiple times for all candidate regions.
Hence, it is important to study the distinct characteristics of camera-trap image sequences in spatiotemporal
domain to model an efficient region proposal approach that creates a small number of candidate regions. Hence,
we used the camera-trap image sequences that are analyzed using Iterative Embedded Graph Cut (IEGC)
technique to create a small group of Wild Animal Detection Using Deep Convolutional Neural Network.

1.1 Algorithm Overview

Reliable and robust wildlife detection from highly dynamic and cluttered image sequences of camera-trap
network is a challenging task. Hence to gain high performance, images need to be analyzed at pixel or small
region level. However, due to low contrast and cluttered images, it becomes difficult to identify whether a
particular region or pixel based on local information represents animal or background. Hence, we need to
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analyze global image features also. For example, the region of an animal body may be counted as background
region. In such case, local information processing will not be sufficient, leading to requirement of global
processing (to extract global image features) to detect animal. For example, recognize whether an animal is
present or not, one should also identify body parts like head, legs etc. rather than body only.

1.2 Dataset

We have used the standard camera-trap dataset [3] for experimentation and assessing the system performance.
Camera-trap images allow assessing the system for wildlife detection even in highly dynamic and highly
cluttered natural images. The dataset contains 20 species of animals with around 100 image sequence for each
species. The available images are present in both daytime format and nighttime format, resulting in wildlife
monitoring system for both daytime and nighttime. Camera-trap networks provide complex images with highly
cluttered natural videos and also high-resolution images. The images obtained vary in resolution from 1920 x
1080 to 2048 x 1536. The number of images in each sequence varies from 10 to 300 and more. The number of
images in an image sequence depends on the period of action by animal. A total of 1110 patches are extracted
from the dataset using the given bounding boxes and their locations.

1.3 Experimental Setup

Tenfold cross-validation, whole feature dataset is divided into ten uniform folds. The primary reason for using
tenfold cross validation is to ensure that results remain unbiased to given partitioned data. Out of ten folds, nine
are considered as training data and remaining one used as test data. Hence, 90% data is used for training and
10% data is used for test purpose. The process is then repeated ten times so that each sample is used as test data.
The final outcome is the average of all the ten results. We use 1110 images as positive samples from the
camera-trap images and randomly choose background images from the Web.The camera-trap database used
here has bounding boxes around animal regions in the natural scenes. We have used multiple state-of-the-art
machine learning algorithms such as Support Vector Machine, K-Nearest Neighbor and ensemble classifiers
and its variants. SVMs are

3. CONCLUSIONS

In this paper, we have proposed a reliable and robust method for animal detection in highly cluttered images
using DCNN. The cluttered images are obtained using camera-trap networks. The images in camera-trap image
sequences also provide the candidate animal region proposals done by multilevel graph cut. We have introduce a
verification step in which the proposed region is classified into animal or background classes, Thus, determining
whether the proposed region is truly animal or not. We applied DCNN features to machine learning algorithm
to supervised learning model; they can be used for both linear and nonlinear classification. We have used linear
SVM with linear kernel function giving linearly separable planes. Also, we have used quadratic and cubic SVM
that uses quadratic and cubic kernel functions and automated kernel scale. The medium Gaussian SVM uses
Gaussian kernel function with kernel scale as 32. The training time and prediction speed vary for each SVM.
KNN is an instance-based algorithm widely used in various areas such as medical imaging, pattern recognition,
information retrieval.

2. RESULT ANALYSIS AND DISCUSSION

The results and performances of our system show that it provides an efficient and robust mechanism for wildlife
detection and analysis. The animal detection has shown accuracy up to 91% with Fl-measure up to 0.95. We
observe that our system is robust to pose as we have taken images of animals from different views for animal—
background verification. Moreover, the system works well in both daytime and nighttime as our database
contains both categories of images, i.e., daytime images and nighttime images. Since the database used is
camera-trap images, the system is also invariant to dynamic nature of natural scenes and invariant to cluttered
images of animals. We have obtained accuracy of 91.4% with weighted KNN and DCNN features which
outperform the work in the researchers have performed animal detection using deep learning and HOG-based
features for patch verification. They claimed F-score 0.839, which is lower than our study i.e. 0.951. Similarly,
in the researchers have applied graph cut for object classification and object verification for animal detection
with F1-measure 0.8695, which is also lower than this work.

Achieve better performance the experimental results shows that proposed system is efficient and robust wild
animal detection system for both daytime and nighttime.
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ABSTRACT

The Sentiment analysis does the identifying and classifying sentiments of source text. Social media is a place
with vast amount of sentiment rich data in different form such as tweets, status updates, blog posts etc.
Sentiment analysis generated by user’s data is very useful in knowing the opinion of the group of people.
Twitter is one of the most widely used social media platform used by the people to express their thoughts and
opinions. Its sentiment analysis is difficult compared to general sentiment analysis due to the presence of slang
words and misspellings. The maximum characters limit that we can use in Twitter is 140. Knowledge base
approach and Machine learning approach are the two strategies used to analyze sentiments in text data. In this
paper, we try to analyze the twitter posts about a specific topic defined by the user using Machine Learning
approach. By doing sentiment analysis in specific field, it is possible to identify the effect of field information in
sentiment classification. We present a new feature for classifying the tweets as positive, negative and to get
people’s opinion about that topic.

Keywords: Sentiment analysis, Social media, Naive Bayes, Real Time Data Streaming, Data Cleaning, Model
Evolution, Per-Processing, machine Learning. Abbreviation: GUI (Graphic User Interface)KNN (K-Nearest
Neighbors Algorithm), UML (Unified Modeling Language), SVM (Support Vector Machine Language), TXT
(Text), NLP (Natural Language Processing).

I. INTRODUCTION

This Sentiment analysis is the automated process which involves identifying and classifying subjective
information in text data. This might be judgment, opinion or feeling about a particular topic or product feature.
It is extremely useful in social media monitoring as it allows to gain an overview of the wider public opinion
behind concerned topic. With increasing capabilities in technology domain, analysis is becoming a more utilize
tool for business Like it can be used by an organization if they want to know the review of the product. It can
also be used to know the results of the upcoming election. Many researchers have worked on it by using various
machine learning and deep learning algorithms. In machine learning algorithms like naive bias, decision tree
and SVM have given a great accuracy depending on data. Even random-forest and KNN is used for
classification when data is not classified into O and 1 i.e. (true and false or positive and negative). Sentiment
analysis is that the machine-controlled method of distinctive and extracting the subjective data that written
language. This could be an opinion, a judgment, or a sense a few specific topics or subject The leading common
variety of sentiment analysis is known as ‘polarity detection’ and consists in classifying a press release as
‘positive’, ‘negative’ or ‘neutral’. For example, allow us to take this sentence: “I don’t realize the app useful:
it’s extremely hard and crashing”. A sentiment analysis model would mechanically tag this as Negative or an
analysis model would may tag this as positive. A sub-field of tongue process, sentiment analysis has been
obtaining attention of many in recent years because of its several exciting apps in a various fields, starting from
business to political studies.

II. LITERATURE SURVEY
We present a sequential and brief description of the research works carried out on this domain till now. Since
Supervised Machine Learning Techniques is used in Sentiment Analysis (Naive Bayes or other algorithms) is an
evolving trend over the past two decades or more, and is a vividly rich topic to explore, hence we explained
some researches related to this.

Till now, research works have been considered on the aspect of sentiment classification based on categorization
study, with the help of positive and negative This research discusses about sentimental analysis of text for
political affiliation using machine learning. In this study, the NLTK and the VADER analyzer were applied to
conduct a sentiment analysis of Twitter data and to categorize tweets according to a multi-classification system
.t is written by Shihab Elbagir and Jing Yang in 2019[1].

This another research of M. D. Sykora, T. W. Jackson, A. O’Brien, S. Elayan and A. V. Lunen is fined grained
emotional reactions to significant events are discussed brevity of messages textual content commonly
encountered on social media is often not grammatically proper not even constructed properly and contains large
scale use of slang, short-hand syntax, incorrect spelling, repeated letters, repeated words, inconsistent
punctuation, odd Unicode glyphs, emoticons and overall a high proportion of terms. Hence it has been
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suggested that a retrained NLP pipeline for sparse, informal text is necessary to effectively process such
language Essentially the approach has two parts and is based on a custom Natural Language Processing (NLP)
pipeline, which parses tweets and classifies parts-of-speech tags, and an ontology, in which emotions, related
phrases and terms and linguistic analysis rules are represented and matched against [2].

The next model of K Sreelakshmi, P C Rafeeque is for sarcasm detection is created which tackles various
features that characterized sarcasm in text data like incongruity, topic, context, pragmatic, lexical and
sentiments. Decision Tree and SVM are used for modeling the proposed system and both obtained good results.
For dataset tweets are extracted from twitter. Tweets with #Sarcasm are added to sarcastic dataset and tweets
without #Sarcasm are added to non-sarcastic dataset. 701 sarcastic and 299 non sarcastic tweets are there in
dataset. The types of features that are given weightage are Lexical Features, Pragmatic Features, Incongruity
features, sentiment Features, topic features. Support vector machine with Radial Basis Function kernel and
decision tree both classifiers are compared on performance. The paper somehow shows that SVM with RBF is
more efficient than Decision Tree algorithm [3].

This last research of Tony Mullen discusses about sentimental analysis of text for political affiliation using
machine learning. It uses the traditional right/left and other distinction and the naive Bayes text classifier
Rainbow (McCallum 1996) classification scheme. Using a combination of verbatim self-descriptions and hand-
made general classes, it arrived at a classification including: centrist, liberal, conservative, democrat, republican,
green, libertarian, independent, 1-fringe [4].

III. PROPOSED SYSTEM

The starting task performed by the system is data collection. For data collection, data is collected from Twitter
and Twitter API is used. To access to Twitter API we need a Twitter application to be generated All requests
made by the application to API are authenticated by the access tokens issued while app generation. Tokens
contain Consumer Key, Consumer Secret, Access Key and Access Secret of the user. The tweets are filtered and
collected on the basis of the keyword given by the user. The collected dataset of tweets consists of much other
information also. Therefore, it requires being pre-process with a dataset which includes all the pre-processing
techniques discussed in next section. After this process and sorting, data becomes completely fitting for
sentiment analysis. After this, it is used for the sentiment model built in previous phases to have real-time
discernment of data. The model classifies each tweet as positive or negative and accordingly the results are
displayed to user. At the same time, the data is stored in TXT file separated by two columns i.e., Tweet and its
polarity. After collecting all the labeled data, it is used to present the prediction graph.

Input Data
(Keyword/Hashtags)

Twitter AP . i Process the tweets
Twitter data
b 4
Data Stored Sentiment )
< -« n odel
in TXT file Classification Sentiment Mode

h

Final Graph of overall
sSentment

Chart —III.1: Proposed System
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SYSTEM IMPLIMENTATION

Data Cleaning and Pre-processing

In this process there are different stages and at every stage here the data is prepared to become data that is
ready to be analyzed. There are several stages in this pre-processing, including cleaning, convert emoticons,
case folding, tokenization, filtering stopword and lemmatization.

Cleaning: Cleaning is a stage was characters and punctuation that are not needed are removed from the text.

Convert Emoticon: Emotion is a facial expression represented by a combination of letters, punctuation, and
numbers.

Case Folding: In the tweet it might contain both uppercase and lowercase letters. This stage is used to make
the letters uniform by converting all the letters to lowercase.

Tokenization: A process carried out to cut or break sentences into parts or words. The result which is
obtained by deduction is called a token. In some cases, the tokenization process is also carried out by
removing punctuation that is not needed.

Filtering: Filtering is the stage of eliminating words that appear in large numbers but is considered to have
no meaning (stopwords). Basically, the stopwords is a list that contains a set of words which are widely
used in various languages.

Lemmatization: In this stage, we remove the endings of the words in order to detect their lemmas, i.e., their
root forms in a dictionary.

Weighting Word: Weighting Word is a mechanism to give a score on the frequency of occurrence of a word
in a text document. Among the methods of weighting words TF IDF (Term Frequency-Inverse Document
Frequency) is one of the most famous methods.

Machine Learning Algorithm Used

The sentiment analysis in the proposed model is done by applying a mass of algorithms which algorithm shows
the best result and is more suitable and accurate.

Logistic Regression: Logistic regression is an algorithm which provides great result when it comes to binary
classification i.e., the output variable can be 0 or 1(binary from). The reason for this is it uses sigmoid
function. It's a mathematical function with the property of being able to map any real value to a number
between 0 and 1, formed like the letter "S".
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Fig IV.2.i Confusion Matrix for Logistic Regressions
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Bernoulli Naive Bayes: It functions on the Bernoulli distribution and is used for discrete data. Bernoulli

Naive Bayes' key characteristic is that it only supports binary values for features such as true or false, yes
or no, performance or failure, O or 1, and so on. The Bernoulli model and the multinomial model have the

same time complexity.
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Fig I'V.2.ii: Confusion Matrix for Bernoulli Naive Bayes

Multinomial Naive Bayes: The Bayes theorem is the foundation of Naive Bayes, which states that features
in a dataset are mutually independent. The occurrence of one feature has no bearing on the likelihood of the

occurrence of the other.
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Fig IV.2.iii: Confusion Matrix for Bernoulli Naive Bayes

RESULT AND DISCUSSION

Our results in two topic model evolution first present our results for the objective/subjective and
positive/negative classifications and next will be real time. These results will be the first step of our

classification approach. We will only show the short-listed features for both of these results.
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1. Model Evaluation

Given below is the comparison table of the Accuracies of the implemented models:

From this table we could clearly see the accuracy of different algorithms that we have implemented. From this
we get to know that logistic regression outperformed every other algorithm. And this is the reason we pickled

this model.
Table V.1: Model Comparison

Sr.No. | Model Accuracy ComparisonTable

Model Accuracy

Random Forest 75%

Linear SVC 82%

Multinomial NB 81%

Bernoulli NB 80%

DB (09

Logistic Regression 83%

2. Real Time Data Streaming

B © e mieur « 5

twitter sentiment using machine
learning

Fig V.2.1: GUI of the Project

This is the main GUI which we have created for the Twitter Sentiment Analysis.

We created this GUI to get

popular tweets as an output with their analysis. We put tags which we want to analysis and by clicking on the

start button it will give popular tweets with their sentiments as output.
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2. Here are Popular Tweets Related to India with their Sentiment:

d gt

Fig V.2.3: Output for India

3. Here are Popular Tweets Related to Ukraine with their Sentiment:
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Fig V.2.3: Output for Ukraine
VI. CONCLUSION

In this paper, an attempt was made to classify the analysis sentiments from tweets on Twitter based on the
keyword input given by the user. To summarize the sentiment analysis the six machine learning algorithms used
are Logistic Regression, Decision Tree, Random Forest, Linear SVC, Multinomial Naive Bayes and Bernoulli
Naive Bayes. The result shows the Accuracy of the Logistic Regression, Random Forest, Linear SVC,
Multinomial Naive Bayes and Bernoulli Naive Bayes of 83%, 75%, 82%, 81%, and 80% respectively. So, it can
be concluded that among the six algorithms used on this dataset logistic regression is the best which provides
the highest accuracy of 83%. The model has been tested in real-time and can capture live streaming tweets by
filtering through keywords and then perform immediate classification.
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ABSTRACT

Student pursuit is a crucial issue for observation student performance within the room and in their studies. It
becomes a matter of concern as a result of the university official adheres to the rule that one student will solely
visit the communicating if his or her group action is higher or adequate many p.c (60%, seventieth or eightieth
etc.) otherwise. the normal group action arrange needs the scholar to sign a group action sheet on every
occasion for every category. This takes uncalled-for time to spot and tag the student's name on the group action
sheet. It conjointly happens that some students might accidentally or voluntarily mark a student's name as a
representative. A backup copy of the travel document could also be lost. By employing a smartphone as
associate automaton technology the topic teacher are ready to simply access our mobile app designed and save
the quantity of attendees on the phone and server and may read percentages and may print as a tough copy.
victimization the info, the system is ready to tag attendees, mark attendees, proportion attendees statistics, send
emails, and send SMS to caregivers to stay them hip concerning their child's presence at the middle. The
designed system has net access from anyplace and anytime which will dramatically facilitate a topic teacher
keep track of his or her students' presence.

Keywords: Mobile Application, Student’s Attendance, Smartphone, SQLite Database, MySQL Database

I. INTRODUCTION

Mobile attending system is that the system of tacking the attending of the coed on basis of presence at school.
Winning industries, schools, universities begin by partaking students and ensuring that they're going to come
back frequently that the attending rate become important. The attending is very important as a result of students
ar a lot of doubtless to achieve teachers once they attend category systematically. It’s troublesome for the
lecturer to make students' skills and progress if an outsized variety of scholars ar ofttimes absent. owing to the
advancement of technology nowadays has immersed itself towards education.

The presence of technology has reached its most of providing property technology towards quality education
through delivery and effective learning and sensible devices became how of life particularly in education
educational fields be ready to develop their system into sensible attending. The mobile computing and mobile
primarily based application process ar being well-liked all told environments and it's not exceptional to
educational establishment too. the {traditionallthe standard} and traditional mode of attending management
system (AMS) leads heap of paper work and it's arduous to take care of for an extended amount of your time.

Due to the character of manual work, it's arduous to perform the activities associated with the management of
attending, once there's a necessity in taking reports of specific interest and there's an opportunity of committing
error in recording the information and data on the records. The computerised automation of educational
attending management system obtainablelis out there|is on the market|is obtainablelis accessiblelis offered}
within the kind of pc primarily based application and available in varied computing platforms. the varied
topologies equipped, computer {based|based mostly|primarily {based|based mostly|primarily primarily based} }
management applications ar running economical and effective manner in several establishments and ar being
within the class of either net based applications or computer network based applications.

The first class of net primarily based management applications; the system at backend is in would like of live
server readying of its info server. The second class of computer network primarily based management
applications; the system at backend is enforced among the native network as native info server. This automation
of management systems provides the organization or establishment to manage their academic/administrative
activities in effective manner and is accessed by their all types of system users in conjunction with the
support of 24/7. The system with quality within the kind of movableness provides abundant
accessibility. The mobile application primarily based educational management system provides paper
less activities, comparison with ancient and private laptop primarily based computations. during this
projected, “design and development of mechanical man primarily based educational Management
System” (AAMS), the properties supported computer code engineering like simple use, effective user
interface, versatile in accessibility, and using MIS principles ar thought-about.
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II. EXISTING SYSTEM

Now each day the faculty takes attending in paper. completely different school conjointly takes attending in
paper therefore it's the wastage of paper wastage of cash. currently each day the faculty ought to use associate
degree mechanical man attending system. the faculty attending is store during a server. it's simple to oldsters
they got notifications although they transportable kid ar gift or absent. within the gift system all work is
completed on paper. the full session attending is keep in register and at the top of the session the reports ar
generated. we tend to don't seem to be inquisitive about generating report within the middle of the session or as
per the necessity as a result of it takes longer in calculation. At the top of session the scholars UN agency don’t
have seventy fifth attending get a notice.

In the detail position usually perform is completed on paper. the entire course of study assistance is targeted to
see and at the time of study the reports ar generated. we tend to don't seem to be caught in generating reveal
within the heart of the study or as victimization the stipulation currently it takes a lot of anticipate in calculation.
At this moment system isn't addict friendly as a result of the retrieval of announcement is virtually slow and
story isn't maintained with efficiency. Existing system needs portion of freed from value work. Loss of at some
future time a bingle register/record interested in problem as a result of all the papers ar incomplete to originate
the reports.

Every perform is completed manually therefore we tend to cannot bring round one data tell within the heart of
the session or as by the agency of the article as a result of it's so time overwhelming. we tend to demand a lot of
calculations to inspire the report therefore it's generated at accomplishment of the session. and therefore the
students not shooting iron what's coming back to 1 one expose to recover their attending

.PROPOSED SYSTEM

Se is to get the report mechanically at the top of the session or within the between of the session mistreatment
mechanical man Studio. Mechanical man software system mechanical man could be a code platform and
software system for mobile devices, supported the UNIX operating system kernel, and developed by Google
and later the Open telephone set Alliance. It permits developers to jot down managed code within the Java
language, dominating the device via Google-developed Java libraries. There are over three hundred million
Androids in use and over 850,000 devices activated a day. Mechanical man is one of the foremost used mobile
software systems with a market share of forty-eighth and Over four hundred,000 applications obtainable in
Google play.

User Friendly: - This code is user-friendly because it is easy to use, and therefore the user doesn’t want any
special coaching to use this code. Knowledge analysis, knowledge storing, and retrieval is straightforward and
doesn’t want any serious calculation or methodology. The Ul is easy and straightforward to know.

Easy and Quick Report Generation: Reports are generated mechanically quickly in a simple method once
every month for the teacher to stay a track of the scholars attending records and give notice to the scholars with
minimum attending to attend categories.

Minimal paper work there's no paperwork needed. Knowledge is kept mechanically within the system. the
Analysis is finished mechanically. Thence it's value-effective too.

Time Saving: knowledge storing, knowledge retrieval, and knowledge analysis is finished at a minimum time
thence it's time-saving manufacturing knowledge with borderline errors.

II1. FEASIBILITY STUDY

Economically Feasibility: The program developed is economical in relation to the idea of a School or College.
It is expensive in the sense that you have completely removed the paperwork. The system also works on time
because the calculations are automatically done at the end of the month or at the user's request. The resulting
result contains less error and is more accurate as data is required.

Technical Feasibility: The technical requirement for the system is economic and it does not use any other
additional Hardware and software.

Behavioural Feasibility: The system working is quite easy to use and learn due to its simple but attractive
interface. User requires no special training for operating system

IV. FEATURES OF THE APPLICATION
Taking attending Statistics and proportion All student attending against every subject is classified on the
premise of sophistication attending. If the length of the category is in line with the desired time, then attending
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is indicated 'Current'. The presence of scholars WHO had left the schoolroom throughout category is marked as
‘Absence’. There’s no chance to duplicate the record within the system. proportion calculations ar mechanically
generated at the request {of every of every} student's mobile enrolment in each listed study to be enclosed
within the take a look at. If the calculated proportion is a smaller amount than the desired proportion then the
scholar can suffer. B. Emailing System and electronic messaging System within the case of an occasional
proportion, associate email is shipped to the scholar caregiver together with proportion data and a warning.
With this, the student's folks are going to be mechanically updated regarding their child's progress. By causing
the Short Message Service (SMS), the mobile application is employed. Whenever a student gets an occasional
proportion, associate SMS is shipped to his or her caregiver to update him or her on the Progress of his or her
kid just in case he or she is unable to envision his or her email.

V. IMPLEMENTATION
Modular Design our proposed system is divided into four distinct modules described as follows:

A. User Authentication

Initially, once a coach uses the app for the primary time, associate degree login screen can seem which will tell
the teacher to enter the username and positive identification required for authentication. The teacher are given a
novel username which will be a mix of alphamerical characters. as long as the teacher enters the proper
username and positive identification, a "success" message are displayed and therefore the teacher are approved
and redirected to consequent screen.

B. Calling of Web Service

In this module, the teacher can have to be compelled to choose details like the name of the topic that the lecture
is being taken, time of lecture and therefore the specific semester that the lecture is conducted. When doing
therefore, the teacher has to decision the online service by clicking a button provided on the screen. the online
service so invoked would come the list of names of all the scholars happiness to a specific semester and branch
as per the input provided.

C. Marking Attendance

After the list of students has been displayed the teacher needs to begin the process of marking the attendance of
students. For this purpose our application would be providing checkboxes against each student’s name that will
allow the teacher to mark the student either present or absent. Accordingly, the details of the student will be sent
to the remote database and the attendance will be marked for that particular day.

D. Display Information of Student

Once the number of attendees has been successfully marked, the teacher can at any time view the student's
attendance record by entering a unique number assigned to each student. The information displayed in that way
includes the percentage of student attendance, the number of talks the student attended in a particular subject,
the number of missed talks, and the total attendance.

[ Seart appicanon l

7
J Erter usemame /'
/’ and passwoed /.’

/= 7
g sttt ted 7

Fig 1: System Flow Chart

E. User Authentication Process
This is the initial method of the system. The teacher must enter the username and positive identification.
Consequently, counting on whether the teacher is genuine, a “success” or “failure” message can.
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VI. CONCLUSIONS

With this program marking group action and coverage are created easier. There's very little likelihood that
skilfulness exists. The system has reached a solid-state wherever all distractions are removed. The system works
with a high level of potency and every lecturer and user related to the system perceives its advantages. It
absolutely was meant to resolve as a process demand. In the future, this technique might be wont to build
multiple instructional systems and will be engineered across a platform. This project aims to switch the digital
register with the recent system of associating existing registers which will demonstrate its quality for its options
and easy use. In time, we tend to aim to determine a reference to the faculty server to succeed in out and update
the faculty group action.

VII. FUTURE SCOPE

The scope of the project is that the system on which the package is put in, i.e. the project is developed as a
desktop application, and it'll work for a selected institute. However, afterward, the project may be changed to
work it online.

In the future, our system plans on together with an SMS notification feature whereby each student is going to be
sporadically notified concerning his/her group action record for a particular period. The main advantage of
SMS notification is that the scholars will apprehend their group action by causing SMS from any place.
Students send an SMS to the server with their register range. If it's an incorrect format, the server can replay the
group action of the corresponding student through SMS. Otherwise, sends a mistake message.
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ABSTRACT

Spam emails are known as unrequested capitalized emails or deceptive emails transferred to a specific person
or a company. Spams can be detected through natural language processing and machine knowledge
methodologies. Machine knowledge styles are generally used in spam filtering. These styles are used to render
spam classifying emails to either ham (valid dispatches) or spam (unwanted dispatches) with the use of
Machine Learning classifiers. The proposed work showcases secerning features of the content of documents.
There has been a lot of work that has been performed in the area of spam filtering which is limited to some
disciplines. Exploration on spam dispatch discovery either focuses on natural language processing
methodologies on single machine learning algorithms or one natural language processing fashion on multiple
machine learning algorithms. In this Design, a modeling channel is developed to review the machine learning
methodologies.

Keywords: Machine Learning, Spam, NPL, Web application.

I. INTRODUCTION

Of all the different medium communication, dispatch is extremely important medium now a days. It has been
used extensively for formal online communication. It can be penetrated from any part of the world just with the
help of internet connectivity. According to D Tschabitscher, number of active dispatch accounts was 5 billion in
2017 and is adding exponentially. He also stated that, everyday further than 270 billion Emails are changed, but
the worst part of that is, out of that roughly 57 emails are of no use as they're spam emails. Spam emails are
creating a serious problem to the stoner as spammers submerge the stoner’s system with spam emails which
results in storehouse problem, consumption of bandwidth and leads to drop in performance of system.

Spam emails are called as junk emails or unasked communication which is set by spammer through dispatch. To
make the dispatch more secure and effective, applicable dispatch filtering is essential. Several types of inquiries
have been done on dispatch filtering, some acquired good delicacy but the progress is demanded in this field. In
order to avoid discovery, spammers came with a new approach for transferring spams to other druggies. It's
included in the announcements as the part of an embedded image train attachment in the form of gif, jpg, png,
etc. rather than body of the emails, hence by passing textbook- grounded spam filtering ways. As we know that
there are numerous ways formerly there for dispatch spam discovery, our design aims for questing and assaying
the effectiveness of the vital fashion used for spam dispatch discovery from images and PDFs using
Multinomial Naive Bayes' algorithm.

II. LITERATURE SURVEY

* G. Mujtaba),L.. Shuib,R.G. Raj,N. Majeed,M.A. Al-Garadi Proposed the introductory three way which are
common in every bracket process. The first step is pre-processing in which the given textbook is converted
into commemoratives and this step is also used for junking of stop words. The alternate step is learning
process and, in this point, set is erected which is veritably important necessary for the bracket of emails. The
last step is bracket of dispatch as ham or spam by using effective algorithm. Algorithms like support vector
machine, logistic retrogression, retrogression trees and arbitrary timber are considered for bracket. They used
the Phishing Corpus dataset and with the help of Bag of words as point birth approach classified the dispatch
as ham or spam. In his study, they didn't mention the different tools for reduction styles for dispatch bracket.

* S. Ajaz,M.T. Nafis,V.Sharma They collected dispatch dataset from the online available websites and used
Naive Bayes for filtering of emails. He proposed a mongrel approach using secure hash system and Naive
Bayes to sludge dispatch data but couldn't give information regarding the abuse of storehouse coffers and
network bandwidth. By using Secure Hash Algorithm, the dispatch is considered as a communication M due
to a generated function. The communication M is farther classified into S and L where L stands for ham
dispatch or genuine dispatch and on the other hand S stands for spam dispatch.

* N.F. Rusland, N.Wahid, S.Kasim, H.Hafit Performed analysis on dispatch bracket on two different dataset
by using Naive Bayes algorithm grounded on the Accuracy, Precision, F- Measure and Recall. It predicts
whether the given textbook is ham or spam. By using Spam data Dataset, the author achieved an delicacy of
91.13% and for the other Spam Base dataset, delicacy achieved was 88. By his analysis, the author
concluded that the performance of NaiveBayes algorithm is better on Spam data dataset compared to Spam
Base.
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* Prachi Gupta, Ratnesh Kumar Dubey, Dr. Sadhna Mishra In this, they have compared the performance of
Naive Bayes and Support Vector Machine algorithm for classification of emails. The dataset they have used
consists of 5574 rows and 2 columns. One column is used for storing emails and other is used as label (Ham
or Spam). Accuracy obtained by using Naive Bayes was 99.49% and it was 86.35% by using Support Vector
Machine. So, the author concluded that Naive Bayes algorithm performed exceptionally well as compared to
SVM for classification of emails.

SCOPE OF PROJECT

In moment’s world, spam filtering is a must to cover your business. Spam isn't going down. It's estimated that
70 percent of all dispatch transferred encyclopedically is spam, and the volume of spam continues to grow
because spam remains a economic business. Spammers get ever more sophisticated and creative in their tactics
to get their dispatches into your inboxes and inflict their annihilation. Spam filtering results must continually be
streamlined to address this evolving trouble.

A spam filtering result cannot be 100 percent effective. Still, a business dispatch system without spam filtering
is largely vulnerable, if not unworkable. It's important to stop as important spam as you can, to cover your
network from the numerous possible pitfalls contagions, phishing attacks, compromised web links and other
vicious content.

Spam filters also protect your servers from being overloaded with non-essential emails, and the worse problem
of being infected with spam software that may turn them into spam servers themselves should be rescued safely
and quickly.

Naive Bayes Classifier Algorithm
Naive Bayes algorithm is a supervised knowledge algorithm, which is predicated on Bayes theorem and used
for working type problems. It's mainly used in text type that includes a high-dimensional training dataset.

Naive Bayes Classifier is one of the simple and utmost effective Bracket algorithms which helps in erecting the
fast machine knowledge models that can make quick prognostications. It's a probabilistic classifier, which
means it predicts on the base of the probability of an object. Some popular samples of Naive Bayes Algorithm
are spam filtration, Mawkish analysis, and classifying papers.

Why is it Called Naive Bayes?

The Naive Bayes algorithm is comprised of two words Naive and Bayes, Which can be described as Naive It's
called Naive because it assumes that the circumstance of a certain point is independent of the circumstance of
other features. Similar as if the fruit is linked on the bases of color, shape, and taste, also red, globular, and
sweet fruit is honored as an apple. Hence each point collectively contributes to identify that it's an apple without
depending on each other.

Bayes: It is called Bayes because it depends on the principle of Bayes' Theorem

Bayes' Theorem:
Bayes' theorem is also known as Bayes' Rule or Bayes' law, which is used to determine the probability of a
hypothesis with prior knowledge. It depends on the conditional probability.

The formula for Bayes' theorem is given as

Where,

P (A|B) is Posterior probability: Probability of hypothesis A on the observed event B.

P (B|A) is Likelihood probability: Probability of the evidence given that the probability of a hypothesis is true.
P (A) is Prior Probability: Probability of hypothesis before observing the evidence.

P (B) is Marginal Probability: Probability of Evidence.
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DESIGN AND IMPLEMENTATION

Ultramodern spam filtering software continuously struggles to orders the emails rightly. Unwanted spam &
promotional communication is the toughest of them all. Spam communication algorithms must be dinned
continuously since there's an ongoing battle between spam filtering software and anonymous spam &
promotional correspondence senders. Naive Bayes Algorithm in data analytics forms the base for textbook
filtering in Gmail, Yahoo Mail, Hotmail & all other platforms.

Like Naive Bayes, other classifier algorithms like Support Vector Machine, or Neural Network also get the job
done! Before we begin, then's the dataset for you to download Dispatch Spam Filtering Using Naive Bayes
Algorithm This would be a zipped train, attached in the dispatch. Please allow druggies to download this data

Algorithm
1. Take Subject of Email type it on Web App.

2. Click on process and it will start processing it.

3. Compare the input mail to the database-stored key word.
4. Tt will classify between Spam and ham mail.

5. It will show result that it is spam or ham mail.

6. User can take action accordingly.

IV. Result

The Web Application

Email Spam Classification Application

uid with Sireamit 8 Pythos

Classification

Figure 1: display its spam mail or not

Email Spam Classification Application

Figure 2: About section
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Email Spam Classification Application

Bulfd with Strssmit & Prthon

Spam examaple

o9 %mEamd 90

Figure 3: Example Page

V. CONCLUSION

In this study, we reviewed machine learning approaches and their operation to the field of spam filtering. A
review of the state of the art algorithms been applied for bracket of dispatches as either spam or ham is handed.
The attempts made by different experimenters to working the problem of spam through the use of machine
literacy classifiers was bandied. The elaboration of spam dispatches over the times to shirk pollutants was
examined. The introductory armature of dispatch spam sludge and the processes involved in filtering spam
emails were looked into. The paper surveyed some of the intimately available datasets and performance criteria
that can be used to measure the effectiveness of any spam sludge. The challenges of the machine learning
algorithms in efficiently handling the imminence of spam was refocused out and relative studies of the machine
learning technics available in literature was done. We also revealed some open exploration problems associated
with spam pollutants. In general, the figure and volume of literature we reviewed shows that significant
progress have been made and will still be made in this field. Having bandied the open problems in spam
filtering, farther exploration to enhance the effectiveness of spam pollutants need to be done. This will make the
development of spam pollutants to continue to be an active exploration field for preceptor and assiduity
interpreters probing machine literacy ways for effective spam filtering. Our stopgap is that exploration scholars
will use this paper as a spring board for doing qualitative exploration in spam filtering using machine literacy,
deep leaning and deep inimical literacy algorithms.
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ABSTRACT
The field of Al has progressed to colourful virtual sidekicks similar to Google Assistant, Microsoft Cortana,
Siri, etc. Indeed, after such a development, veritably little has been done for the operation of this technology for
visually disabled people as visually disabled people don't have perfect or indeed near-perfect vision. Relating
people or identifying objects can be simple for common people but can be delicate for people who are
incompletely or fully eyeless. In this design, we reviewed the current state of assistive technology using voice
recognition with the help of Al technology and will be developing an Al- grounded voice-controlled desktop
operation model on the Microsoft Windows platform, especially which would be veritably useful for visually
bloodied persons to reduce their problems for using a computer and penetrating colourful features handed by
the computer. This adjunct can be used for posting task operations, media playback, etc. This is veritably useful
as the development in technology is harmonious and desktops or laptops are one of the main platforms for it.
We generally make use of the keyboard for every command but using voice-grounded software the command
input would be done fluently. This will be helpful not only for normal people but also for visually disabled
people. This is why we need a voice adjunct that will take command and execute the instruction by giving affair
as voice or any other means. We aim to profit visually disabled people and to help them pierce the computer
using a voice adjunct. In addition, indeed normal people can also use the installations handed by the operation
and use them as virtual assistants.

Keywords: Python Script, speech recognition, voice assistant. Abbreviation: APl (Application program
interface), NLP (Natural Language Processing), TTS (Text to speech), STT (Speech to text).

[I] INTRODUCTION

As we all know the use of virtual assistants is increasing day by day. There are various features in the desktops
and mobile phones which can be used more conveniently and in a faster way by using a virtual assistant. An Al
personal assistant maybe a piece of software that understands verbal or written commands and completes tasks
assigned by the client. It is an example of weak Al that's it can only execute and perform quests designed by the
user. In this project, we give voice commands as input using a microphone which is converted into electrical
energy. The understanding of the audio signal would be done through Google API. The voice assistant acts like
a companion which will help the user with their day-to-day tasks. This assistant will work with minimum effort
and will give daily updates. This has inspired the project which will perform tasks from playing music, sending
emails, etc. We would use python language with the help of pyttsx3 which is a text to speech conversion library
in python and speech recognition APIs. The software would repeat the commands that will be useful for
visually impaired people to know what command they have inserted. Browsing the command through the
internet and displaying the results through audio as well as the output would be printed on the screen. The
visually impaired person would be free from remembering complex braille keyboard commands or the hassle of
typing, he/she can simply voice out his/her command and the software will execute it. The system also has the
functionality of providing a summary of the content on the website and answering questions asked by the user
concerning the summary using a BERT model trained on the Stanford Question Answer Dataset. The main
purpose of this project is to help the users who are visually impaired to give them a voice assistant which would
help them use laptops and desktops.

[II] LITERATURE SURVEY

[1] MallapaD.Gurav, Shruti S. Salimath, Shruti B. Hatti, Vijayalaxmi .Byakod, ShivaleelaKanade “A Reading
aid for the Blind People using OCR and OpenCV”

Optical character recognition (OCR) is used to sight written or typed characters victimization photoelectric
devices and laptop software. It converts footage of typed or written communication into machine-encoded text
from scanned documents. throughout this analysis, these written communication square measures regenerate
into audio output. OCR is employed in machine techniques like psychological feature computing, text to
speech, key info and text mining. it's primarily used inside the sector of research in Character recognition, Al
and pc vision. For pattern recognition and to perform Document Image Analysis (DIA) we tend to use data in a
grid format in virtual digital library’s vogue and construction. They promote Python programming as the main
programming language in their system.
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[2] "Natural human-computer interaction for virtual personal assistant systems", WilliamC.DeLeeuw

A data processor designed to require audio input, distort the audio input to produce a variety of distorted audio
variations, and perform speech recognition on the audio input and also the distorted audio variants is one in all
the technologies for natural language interactions with virtual personal assistant systems. Based on contextual
info, the data processor chooses a result from a huge number of doable voice recognition results. The data
processor could use an eye pursuit detector to assess whether or not the user is visually centered on the
Associate in Nursing avatar rendered by the virtual personal assistant to assess the user's level of engagement.

[3] “Next- generation of virtual personal assistants Microsoft Cortana, Apple Siri, Amazon Alexa and Google
Home", Veton Kepuska

The development of natural interaction between humans and 17 machines is one of the aims of computing (AD).
In recent years, the quickest developing topic in Al has been dialogue systems, generally referred to as
interactive colloquial systems. several companies have used dialogue systems technology to form several
varieties of Virtual Personal Assistants (VPAs) supported their applications and areas, like Microsoft's Cortana,
Apple's Siri, Amazon's Alexa, Google Assistant, and Facebook's

[III] METHODOLOGY

The system consists of a client-server distributed architecture. The system communicates with the system using
the speech-to-text interface. The Google API library is used for speech-to-text in python. There will also be a
beep so that the user will know when to give the command. The input given from the user has been repeated for
the user to confirm the intended input. The understanding of the audio signal would be done using APIL. The
voice assistant acts like a companion which will help the user with their day-to-day tasks. This assistant will
work with minimum effort and will give daily updates. This has inspired the project which will perform tasks
from playing music to sending emails. Pyttsx3 is a text to speech conversion library in python and speech
recognition APIs.
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Chart -1: Block diagram
[IV] PROPOSED SYSTEM

[1] The software will take input as speech through the microphone.
[2] The audio is interpreted and converted into text.
[3] The software compares the input with predefined commands.

[4] Gives output in the form of voice or other means.
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The above steps include input taken in the form of speech through the microphone. The collected data is
transformed into texted data using NLP. The resulting data is processed through a python script where it is
compared with the predefined command. The last step is generating the output which is in the form of the next
or converted from text to speech using TTS.

[VIRESULT

Fig: GUI of the Project

This is the main GUI which we have created for the virtual assistant. By clicking on the start button the assistant
will start listening and will respond to the given command. The GUI is made to make our project user friendly
and for better interaction.

1) When the user says the input as YouTube our assistant processes and gives the output by opening the
YouTube video.

Listening. ..
Recognizing. ..
User said: Sakshi

B R T e T e
Welcome Sakshi

HERHFRAHAHEFERAHEHEHEESE
Listening. ..
Recognizing. ..
User said: open YoulTube

- hrtps youtube.c.., £ ~ & <& = YouTube
N
&3 Youlube X =SB : T) SIGN IN N

o T-Series AR Rahman Nusic Comedies Scene

23 YouTube Premium

Watch everything that you love without
ads

| GET IT NOW I

-
o+

(/I!uﬁ.l_.).tn-(,. !’Jtuu\l!.«' ; |
Fig: Output of the command YouTube
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2) When the User Says Open Google the Google Window is Opened.

Listening. ..
Recognizing. - -
User said: Sakshi

B e e
Welcome Sakshi

HHHAA AR TRE
Listening. ..
Recognizing. - -
User said: open Google

S https google.co.,, O - &k < S Google

Google

Google Scarch | I'm Fecling Lucky |
Google offered in: fT@g=fl =nzan [eury TSt m0ID  AwAdl S8 @RIosso A
Advertising Programs Business Solutions About Gaogle Google co.in

1 - Prvacy - Tenms

Fig: Output of command Google search
3) When the User Says Play Song it redirects to the Song Folder and Plays Songs.

User said: Sakshi

Recognizing...
User said: music

& Pink Sweat - At My Worst Song Download(SongsZilla.Net) - VLC media player =5 ()} x
Media Playback Audio Video Subtitie Tools View Help

00:12 EEEES 02:56

B nee|| mm ||>pa it S5|S|A ‘4]

Fig: Output for command music play
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[VIICONCLUSION

The project is a voice assistant for visually impaired people for them to use the computers effectively. It does
not require keyboard input for them to run some commands. With the help of speech to text and text speech, the
user can interact with the customized system. The features like news, music, video player, read/write an email,
etc. It eliminates the need for remembering complex keyboard commands. It is not only useful for the visually
impaired but also for other people too. It will get the work done easily and with certain perfection.
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ABSTRACT

Despite many efforts taken nowadays still security threats can be seen everywhere. And from the start, we are
using just single-level password authentication factors, which is not sufficient to give more security. To be more
secure we can think of a Three-Level Password Authentication System. So this is an idea to implement three
levels of password authentication for true users. In short, we can say, this is to implement three levels of
security. The First level password constitutes of simple text-based password and double encrypted with a
custom caesar cipher and AES algorithm this effort is taken to resist shoulder surfing attacks through the text
password. In the Color Combination password, where users can set different combinations of colors using hex
color codes according to their choice just by clicking on those colors forms the second level of authentication.
The third level uses a Random File as a Password there at first user has to select a file to use as a password.
These three levels are used as a key for custom substitution cipher algorithms.

Keywords: Authentication, Text Based Password, MySQL, JavaFx, Hex Color Code, JDBC, Eclipse, AES
algorithm, Caesar cipher.

I. INTRODUCTION

As the ever-changing digital world provides us with a lot of perks and ease in everyday work, there are also
security issues and challenges that arise daily, and one of these issues is authentication. Authentication is a very
important part of any digital or software application, for a basic level of authentication we use text-based
passwords but with time even they became vulnerable, so to increase the security two-factor authentication was
introduced. In two-level authentication the second level of security is used as a biometric, captcha, etc which
increases the complexity for hackers and makes the system more secure, thus to further increase the security we
have used Three Level Authentication. This project gives more security to the user and validates users for
accessing the system only when they have input the correct password. The project involves three levels of user
authentication. This project contains three logins which include three different kinds of password systems. The
password difficulty increases as the authentication level increases. Users have to enter or input the correct
password for a successful login. Users will have the right to set passwords according to their wishes. This
project comprises text passwords i.e.passphrase, color combination, and graphical password for the three levels
respectively. Along these lines there would be immaterial odds of a bot or anybody splitting passwords
regardless of whether they have broken the principal level or second level, it is difficult to break the third one.
While making the innovation the accentuation was put on the utilization of inventive and untraditional
techniques. Numerous clients locate the broadest text-based secret key frameworks hostile, so on account of the
three-level secret key, we had a go at making a straightforward Ul and giving clients the best possible comfort
in solving passwords.

II. LITERATURE SURVEY

User Authentication: A Three-Level Password Authentication Mechanism by Gouri Sankar Mishra, Pradeep
Kumar Mishra, Parma Nand, Rani Astya, Amrita. published by: International Journal of Engineering Research
and Technology IJERT in 2020: In this paper, they have used three levels of authentication and in that the first
level is a textual password where the user will have to set up a password at the time of registration and at login
the same password needs to be entered to clear the level. The second level of authentication is a color pattern in
which the user needs to select the same color pattern that he chose at the time of registration. The last level of
authentication is OTP, where the user needs to enter an OTP that is sent at the time of login to the registered
mail. [1]

3 Level Security System: A 3 Level Security System by Anaswara Davis, published by IJERT inn 2015 . Here
the first level of this is the text-based password that the user needs to enter while login same as registration, then
the second level comes as an image-based password where the user needs to select the same three images from
three grids that they chose at the time of registration and lastly, they need to verify the third level of
authentication which is an OTP sent to their registered email.[2]

Three Level Security System Using Image-Based Authentication: A Three-Level Security System Using Image-
Based Authentication by S Gopalkrishna, M Aparna, C.M. Anjushree. Published by IJARCCE in 2018. In this,
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the first level of authentication is the text-based password that is set at the time of registration and while the
login user needs to enter the same, the second level of authentication is image-based authentication where the
user needs to select images at the time of registration from a grid and later at the time of login user needs to
select the same images from the grid in the same sequence. the third level here is OTP validation where the one-
time password is sent to the user during login and the user needs to enter that correctly to clear the
authentication process.[3]

3LAS (Three Level Authentication Scheme): A 3LAS (Three Level Authentication Scheme) by Kunal mulwani,
Saurabh Naik, Navinkumar Gurani, Dr. Nupur Girl, Prof Sharmila Sengupta. published by IJETAE in 2013 . In
this a graphical method is used for authentication, as textual passwords are used commonly nowadays and day
by day new methods are invented to crack the textual password. Whereas a graphical password is more secure
and can also overcome drawbacks of textual passwords like shoulder surfing, key logging etc.[4]

III. PROPOSED SYSTEM

Successful
Login

Text - Based
Password Authentication

v

File
Selection —»

Encryption/Decryption
Color Based Authentication

v

Z0—44>» 0D 4dwn—0MmMZ=aT

Fig 1: System Block Diagram

The implementation phase of the Three Level Authentication System includes three phases the first phase will
be the text-based password, the user will have to enter a textual password at the time of registration and the
password should be greater than eight characters and must include numbers and special symbols with at least
one caps letter. This password is saved in the database with encryption, later at the time of logging in the user
needs to enter the exact password to clear through the first phase of authentication. The second phase consists of
a color pattern that means the user will be presented with a color grid from which the user has to choose colors
and those colors are saved in the database, and at the time of login to the second phase, the user will have to
select the same color codes as during the time of registration to clear that phase. The last level of authentication
has a file selection method, here at the time of registration the user can choose any file from the system and
there’s no restriction to the number of files that can be chosen, the name of the file is saved to a database along
with the extension to increase security, later at the time of authentication the user needs to choose the same files
with same chronology to successfully access the system. After this, the user can encrypt any of his files using
the encrypt button and decrypt using the decrypt button.

IV. TECHNOLOGY USED

Java: Java is used for our frontend. Java is rarely used in frontend development. Java is perfect for writing
whole apps with complicated logic, large or complex data sets, and desktop-style interfaces. Custom algorithms,
Javafx, and AES algorithm packages are used.

MySql: SQL is a language programmers use to create, modify and extract data from the relational database, as
well as control user access to the database.

Advanced Encryption Standard (AES): Advanced Encryption Standard (AES) is a specification for the
encryption of electronic data established by the U.S National Institute of Standards and Technology (NIST) in
2001. AES is widely used today as it is a much stronger than DES and triple-DES despite being harder to
implement.

e AES s ablock cipher.
e The key size can be 128/192/256 bits.
e Encrypts data in blocks of 128 bits each.

115




International Journal of Advance and Innovative Research ISSN 2394 - 7780
Volume 9, Issue 2 (XX): April - June 2022

That means it takes 128 bits as input and outputs 128 bits of encrypted cipher text as output. AES relies on
substitution-permutation network principle which means it is performed using a series of linked operations
which involves replacing and shuffling of the input data.

Working of the Cipher
AES performs operations on bytes of data rather than in bits. Since the block size is 128 bits, the cipher
processes 128 bits (or 16 bytes) of the input data at a time.

The number of rounds depends on the key length as follows:
128 bit key — 10 rounds
192 bit key — 12 rounds
256 bit key — 14 rounds
Creation of Round keys:

A Key Schedule algorithm is used to calculate all the round keys from the key. So, the initial key is used to
create many different round keys which will be used in the corresponding round of the encryption.

Encryption:
AES considers each block as a 16-byte (4-byte x 4 bytes = 128) grid in a column major arrangement.

[bO | b4 | b8 | b12 |

| b1 |b5|b9|bl3|

| b2 | b6 |b10| b14 |

| b3 | b7 | bll| bl5]

Each round comprises 4 steps:
Sub Bytes

Shift Rows

Mix Columns

Add Round Key

Decryption:
The stages in the rounds can be easily undone as these stages have an opposite to it which when performed
reverts the changes. Each 128 blocks goes through the 10,12 or 14 rounds depending on the key size.

The stages of each round in decryption are as follows:

Add round key

Inverse Mix Columns

Shift Rows

Inverse Sub Byte

With AES algorithm, a custom algorithm is also used as a two-level security.

V. RESULT AND DISCUSSION
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Fig 2: Registration Level 1
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In the first level of registration, the user will be prompted to enter some details and a textual password that can
be used at the time of login

Fig 3: Registration Level 2

In the second phase of registration, the user can select colors from a color grid that will be on the screen, and
later at the time of login same color codes needs to be selected to clear the phase.

Fig 4: Registration Level 3

In the last phase of registration, the user can choose a file of a number of files and the name of a file with its
extension is saved to the database, later at the time of logging in the same file needs to be selected in the correct
order to clear the authentication.

Erwr ypliun

- g -
I *
. ] e i
E - Chuose Your File

//’

Fig 5: Encryption/Decryption

Here the user can use encrypt/decrypt button to perform the encryption or decryption of the selected file.
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VI. CONCLUSIONS

Three levels are efficient because users need to go through three different authentication phases with increased
difficulty. Firstly, we have a simple basic authentication using a text-based user id and password. With the
benefit of having three-level password authentication, we can check a bot and user security code so we cover all
three major security fields. However, time complexity can be high but security is also high and there are regions
where you can compromise with a little bit of time complexity but not at all with data security.
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ABSTRACT

Recommendation system has become an essential part of E-commerce and Digital Marketing. It is difficult to
filter out options for an Individual based on personal preference and itis a major challenge for the
recommendation system. Many users keep wondering what would bethe next best thing to watch in their limited
free time. A good recommendation helps solve the issue. The proposed system is built on the Content-Based
Recommendation System. Users will receive user preference-based results, as well as an analytical version of a
set of reviews, saving them from having to read through a lengthy paragraph of review. The user will learn the
simplestmeaning of it by just two keywords: good and bad. Sentiment Analysis is used to perform this analysis.
In the Movie Recommendation System machine learning algorithms are implemented to solve this issue. This
system works on the individual's rating and would suggest certain options based on the user's previous watch.
As it calculates the similarity between different users' taste and rating given by them for further
Recommendations.

Keywords: Bad, Content-Based, Good, Movie Recommendation, Machine Learning Reviews, Sentiment
Analysis.

I. INTRODUCTION

In today's world, entertainment is the most important element of one's lifestyle. As OTT grows inpopularity as a
result of the digital revolution, more and more people are turning away from traditional concrete block movie
theatres and toward monthly subscription-based OTT. Users areenrolled to multiple OTT services, however,
because corporates are competing to acquire major titles and publish them under their banner. As more content
becomes available to the user, the user's perplexity about what to watch grows. A consumer spends more time
perusing the catalogue than actually watching the content. Users should have a good number of
recommendations from past material so that they can simply choose what to watch next. The goal of the movie
recommendation system is to make the catalogue browsing experience more user friendly and easyto analyze for
the user in order to reduce buffer time.

II. PROBLEM STATEMENT

We've all been in the situation when, instead of viewing something significant at lunch, we just keep scrolling
through the vast catalogue of movies and shows, and before we know it, our time isgone. Instead of navigating
through the sea of options, we may just check the recommendations forthe genres we enjoy watching. As a result,
this system is built on the Recommendation System, which provides consumers with a variety of choices from
which to choose. Users will berecommended movies by this method. This system is based on the individual's
rating and would recommend certain options based on the user's previous viewing history. As it computes the
similarity between different users' tastes and ratings for future recommendations.

IIL LITERATURE SURVEY

1) Bagher Rahimpour Cami, Hamid Hassanpour, and Hoda Mashayekhi proposed a Content- based Movie
Recommender System Based on Temporal User Preferences. It implements theTemporal Preference Model,
which is trained with three primary elements in mind: interest extraction, preference inference, and
prediction. The dataset of movies is gathered from IMDB and then separated into these three key elements
depending on the plot, rating, and genre. The suggested system provides consumers with reliable results
based on the content seen, as well asrecommendations for new movies connected to the content.

2) B Venkatesh and Subramanyam Kunisetti introduced Content-Based Movie Recommendation System
Using Genre Correlation. The objective of this system is to give consumers with material based on a dataset
that has been partitioned into two portions. One partoffers a list of movies as well as the genres into which
they have been classified. The other sectionof the dataset comprises a list of movie ratings given by the user
on a scale of 1-5, with 5 beingthe highest. The rating has been converted to binary values for ease of use. It
compares the similarity of the values.

3) Minjae Kim, SungHwan Jeon and Heeseong Shin proposed Movie Recommendation Based on User
Similarity of Consumption Pattern Change. The purposed system is to forecast and propose a movie based
on user movie consumption behaviours. Because it calculates user similarity based on movie rating data and
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classifies users with similar movie preferences. The system uses RNN to learn movie consumption patterns
of comparable user groups and then forecast or recommend movies based on those patterns. They use a
collaborative filtering algorithm to demonstrate the system's usefulness. To demonstrate the prediction, they
employ simple RNN and modified RNN on the dataset.

4) Sai Rohit, Vishwas Sathish, Tanya Mehrotra, and Bhaskarjyoti Das introduced Applications of Optimal
Stopping Algorithm for Social Graph Based Recommendation. This system has proposed Basic item-based
recommendation algorithms were enhanced to take into account the effect of a user's social circle when
making recommendations. Depending on a person's social network. The things to be recommended were
chosen by the user. Apart from that,as a result of this, his past movie ratings were deemed to be inadequate.
Acquire a sense of his tastes, which were then combined with the preferences of this ego-network to get a
list of suggestions.

IV.OBJECTIVE
The system's major goal is to give users with a movie recommendation system in order to save theusers' time.

To give movie data to users, such as the release date, genres of the movie discussed, release date, director's
details, actor details, and so on.

Users to have insight with reviews of the specifically sought movie, analyze the reviews using sentiment
analysis, and provide a positive or negative result to the user.

Help users with suggestions depending on the movie they have looked for, and to strive to deliveras accurate
recommendations as possible based on the movie.

V. REQUIREMENTS

i) Software Requirements
A. Operating system: Any windows will be optimal enough for running this project.

B. Programming languages: Python
C. Front-end: HTML, CSS
D. Framework: Flask

E. API: TMDB

ii) Hardware Requirements:
A. System: A pc with minimum 4 gb ram, intel Pentium and above processor.

VI. ALGORITHMS

Cosine Similarity

The proposed outcomes were implemented with the help of cosine similarity. The output is based on the
similarity scores. It is a numerical value that runs from O to 1 and is used to determine howsimilar two items are
on a scale of 0 to 1. By analysing the text details of both items, the similarity score is calculated. This is
accomplished through the use of cosine similarity. The advantage of cosine similarity is that even though the
items are plotted far apart by Euclidean distance, there is achance they will be plotted closer together in cosine
similarity. As a result, the output is better streamlined.
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Chart -1: Cosine Distance/Similarity
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Naive Bayes Algorithm:

It's a classification method based on the Bayes theorem and the assumption of predictor independence. The
presence of a given feature in a class is assumed by a Naive Bayes classifier. The Naive Bayes theorem allows
us to calculate probability. The data is transformed into a frequency table, and a likelihood table is constructed,
giving us a yes/no probability. It is the resultof the input given. Naive Bayes outperforms other algorithms like
logistic regression, and it requiresless training, which is a plus.

VII. METHODOLOGY

The movie recommendation system uses cosine similarity and the naive bayes algorithm, as well as the TMDB
API and beautifulsoup4 to scrape data from the IMDB site for reviews. For the years2018, 2019, and 2020, the
data sets used were the IMDB 5000 Movie Dataset, The Movies Dataset,and a list of movies from Wikipedia.
When a user conducts a movie search, the results are sent tothe database for filtering. Following the filtering,
the user is supplied with movie data, which includes the title, overview, rating, genre, release date, runtime, and
status of the film. The user isalso given information about the movie's cast. The user can click on a certain cast
member to learnmore about that person's personality.

For sentiment analysis, the reviews from IMDB are fed through a trained model using the Naive Bayes
algorithm. The output is generated as a consequence of a good/bad review analysis, whichallows the user to
save time that would otherwise be spent reading the review. We also present recommended movies based on the
searched movie, which we collected using cosine similarity, which helps compare and provide similar results.

1. The User will visit the System.

2. Tt will Search for the movie.

3. The Search result will be then given to the database for filtering.
4. After the Filtering the Recommended list is given to the user.
5

The list will also show the reviews which have been also segmented with sentiment analysis (asa “Good” or
“Bad” Review).
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Chart -2: Methodology Used

VIII. RESULTS

When a user searches for a movie title, cosine similarity determines the distance closest to the result. As a result,
when the user searches for a movie title, 10 recommendations linked to the samegenre appear. The title that was
searched will also display an overview, run time, and release date.The cast members' bios were included with the
cast details.
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FINDING NEMO

Fig 1: Home page
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Fig 2: Recommendations

After the recommendation part, the user is provided a table where a long monologue of a review is delivered by
a watcher, and this monologue is translated to a simple response of “Good” or “Bad” via sentiment analysis with

naive bayes. We have made it easier for users to choose a movieby doing so.
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IX. CONCLUSIONS

Our system mainly focuses on making a unique experience for the user as it gives user content related to the
searches and also gives more recommendations to explore around. The paper pointsout certain outcomes for the
recommendation systems as the system only tends to provide user content based on the rating the user has
provided to a certain genre of movies as basis on which the recommendation list is provided to the user. As in this
project we try to overcome some aspects. As our system gives insight regarding the movies as users also explore
the review section. At timesreading or analyzing the review can get tricky for users. We have also taken care of
that aspect. As we have applied sentiment analysis on given reviews so the system can distinguish whether the
content was pleasing or not for the user. Though users can analyze how many users have liked themovie and
disliked it through the review section.
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ABSTRACT

Technological advancement has continued to develop over the once two decades impacting how we
engage with each other. Text-to- speech has been a crucial area of focus for software inventors in recent
times, especially those working in fields similar as developing Al for smart machines, deep- literacy, and
NLP. We present a neural network- grounded system for textbook-to- speech (TTS) conflation that's
suitable to induce speech audio in the voice of different speakers, including those unseen during training.
Our system consists of three singly trained factors a speaker encoder network, a sequence-to- sequence
conflation network grounded on Tacotron 2, an bus-accumulative WaveNet- grounded vocoder network.
We demonstrate that the system is suitable to transfer the knowledge of speaker variability learned by the
discriminatively trained speaker encoder to the multi-speaker TTS task and is suitable to synthesize
natural speech from speakers 'unseen during training. We quantify the significance of training the speaker
encoder on a large and different speaker set in order to gain the stylish conception performance.
Eventually, we show that aimlessly tried speaker embeddings can be used to synthesize speech in the voice
of new speakers different from those used in training, indicating that the model has learned a high- quality
speaker representation. As similar, the thing of this design was to produce a tool for generating natural
speech from textbook for a variety of speakers. The result of this design demonstrates the capability of
neural network to be useful in this task.

Keywords: Voice cloning, voice recognition, Deep learning, Speaker Encoder, Synthesizer, Wavenet , vocoder,
Text-to-speech.

I. INTRODUCTION

Forge is an implementation of Transfer Learning from Speaker Verification to Multi-Speaker Text-to-
Speech synthesis with a vocoder that works in real- time. It's a deep literacy frame in three stages. In the
first stage, one creates a digital representation of a voice from a many seconds of audio. In the alternate
and third stages, this representation is used as reference to induce speech given any arbitrary textbook.

It consists of three independent factors which is introduced to give an effective result to the multi-speaker
adaption during speech conflation. These factors videlicet Speaker Encoder, Synthesizer and Vocoder are
deep literacy models that are trained singly of each other. It allows creating a numerical representation of a
voice from a many seconds of audio and to use it to condition the model to induce new voices.

The thing of this work is to make a TTS system which can induce natural speech for a variety of speakers
in a data effective manner. We specifically address a zero- shot literacy setting, where a many seconds of
un transcribed reference audio from a target speaker is used to synthesize new speech in that speaker’s
voice, without streamlining any model parameters. Similar systems have availability operations, similar as
restoring the capability to communicate naturally to druggies who have lost their voice and are thus unfit
to give numerous new training exemplifications. They could also enable new operations, similar as
transferring a voice across languages for further natural speech-to- speech restatement or generating
realistic speech from textbook in low resource settings.

Synthesizing natural speech requires training on a large number of high- quality speech- paraphrase dyads,
and supporting numerous speakers generally uses knockouts of twinkles of training data per speaker.
Recording a large quantum of high- quality data for numerous speakers is impracticable. Our approach is
to uncouple speaker modeling from speech conflation by singly training a speaker-discriminational
embedding network that captures the space of speaker characteristics and training a high- quality TTS
model on a lower dataset conditioned on the representation learned by the first network. Divorcing the
networks enables them to be trained on independent data, which reduces the need to gain high quality
multi-speaker training data. We have trained the speaker embedding network on a speaker verification
task to determine if two different utterances were spoken by the same speaker. In discrepancy to the
posterior TTS model, this network is trained on un transcribed speech containing reverberation and
background noise from a large number of speakers. We demonstrate that the speaker encoder and
conflation networks can be trained on unstable and disjoint sets of speakers and still generalize well.
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II. LITERATURE REVIEW

There has been significant interest in end-to- end training of TTS models, which are trained directly from
text-audio duos, without depending on hand framed intermediate representations. Tacotron 2 (6) used
WaveNet (11) as a vocoder to invert spectrograms generated by an encoder-decoder framing with
attention, attaining naturalness approaching that of natural speech by combining Tacotron’s prosody with
WaveNet’s audio quality. It only supported a single speaker.

Gibiansky etal. (5) introduced a multispeaker variation of Tacotron which learned low-dimensional
speaker embedding for each training speaker. Deep Voice 3 proposed a completely convolutional encoder -
decoder architecture which gauged up to support over speakers from LibriSpeech.

These systems learn a fixed set of speaker embeddings and thus only support conflation of voices seen
during training. In discrepancy, VoiceLoop (10) proposed a new armature grounded on a fixed size
memory buffer which can produce speech from voices unseen during training. Attaining good results
needed knockouts of twinkles of registration speech and reiterations for a new speaker.

Recent extensions have enabled many- shot speaker adaption where only a many seconds of speech per
speaker (without reiterations) can be used to induce new speech in that speaker’s voice. Neural voice
cloning by Sercan O Arik etal. (2) Extends Deep Voice 3, comparing a speaker adaption system analogous
to VoiceLoop, where the model parameters ( including speaker embedding) are fine-tuned on a small
quantum of adaption data to a speaker garbling system which uses a neural network to prognosticate
speaker embedding directly from a spectrogram. The ultimate approach is significantly further data
effective, carrying advanced lightheartedness using small quantities of adaption data, in as many as one or
two utterances. It's also significantly further computationally effective since it doesn't bear hundreds of
backpropagation duplications.

Nachmani etal. (7) also extended VoiceLoop (10) to use a target speaker garbling network to prognosticate
a speaker embedding. This network is trained concertedly with the conflation network using a contrastive
trinity loss to insure that embeddings prognosticated from utterances by the same speaker are near than
embeddings reckoned from different speakers. In addition, a cycle- thickness loss is used to insure that the
synthesized speech encodes to a analogous embedding as the adaption utterance.

An analogous spectrogram encoder network, trained without a triplet loss, was shown to work for
transferring target prosody to synthesized speech. In this paper we demonstrate that training a analogous
encoder to distinguish between speakers leads to dependable transfer of speaker characteristics. Our work
is most analogous to the speaker garbling models in Neural Voice cloning by Sercan O Arik etal. (2) and
befitting new speakers grounded on untanscribed sample by Eliya Nachmani etal. (7), except that we use a
network singly- trained for a speaker verification task on a large dataset of untranscribed audio from
knockouts of thousands of speakers, using a state-of-the- art generalized end-to- end loss by Li Wan et al

4).

Eliya Nachmani etal. (7) incorporated a analogous speaker-discriminational representation into their
model, still all factors were trained concertedly. In discrepancy, we explore transfer literacy from apre-
trained speaker verification model.

Doddipatla etal. (8) in DNN grounded speech conflation used a analogous transfer learning configuration
where a speaker embedding reckoned from apre-trained speaker classifier was used to condition a TTS
system. In this paper we use an end-to- end conflation network which doesn't calculate on intermediate
verbal features, and a mainly different speaker embedding network which isn't limited to a unrestricted set
of speakers. Likewise, we dissect how quality varies with the number of speakers in the training set, and
find that zero- shot transfer requires training on thousands of speakers, numerous further than were used in
Speaker adaption in DNN grounded speech conflation using d-vectors.

III. PROJECT DESIGN AND IMPLEMENTATION

3.6 Overview

This system aims to resolve real time voice replicating challenges by offering a technology which will
synthesize voice from text while retaining its naturalness. With technologies developing every day in such a
fast pace, the need for better system that can give best possible result is high. Text to Speech Synthesis is a
problem that has operations in a wide range of scripts. They can be used to read out pdfs loud, help the
visually crippled to interact with text, make chatbots more interactive etc. Historically, numerous systems
were erected to attack this task using signal processing and deep literacy approaches. As numerous positive,
instigative use cases for voice cloning are arising, Forge has marked a huge scope for voice mimicking and
can be used in promoting the development of this technology.
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Fig 3.1 Flow Chart of Forge

3.7 Existing System:

There has been some advance development in the field of voice cloning in the past several times. One
correspondent is WaveNet by google where ae.g. Genuinely large database of short speech fractions is
recorded from a single speaker. Also these fractions are recombined to form the complete utterances. The
strike of this approach is that you'll need a completely new database of audio samples if you want to make
minor tweaks to the voice, like altering the emphasis or emotion. Also, the audio samples generated by this
approach are really unnatural, glitchy and robotic. A debit of autoregressive models like WaveNet is that
they tend to learn original structure much better than global structure. It's further conspicuous when
modeling high-dimensional distributions.

Another similar development would be Deep Voice. Deep Voice is a TTS system developed by the
experimenters at Baidu. Its first interpretation, Deep Voice 1 was inspired by the traditional textbook-to-
speech channels. It adopts the same structure, but replaces all factors with neural networks and uses simpler
features. First, it converts the textbook to phonemes and also uses an audio synthesis model to convert
verbal features into speech. The rearmost interpretation of this design is Deep Voice 3, which uses a
completely-convolutional character-to-spectrogram armature. Two approaches were took up by Baidu’s
experimenters Speaker adaptation and Speaker encoding. Both approaches can deliver good performance
with minimum audio input data and both of them can be integrated into the deep voice system without
demeaning the quality of the system.
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3.8 Proposed System

Our system describes a neural network-based system for text-to-speech (TTS) synthesis that is able to
generate speech audio in the voice of different speakers. It is composed of three independently trained
neural networks, illustrated in Figure:

(1) A recurrent speaker encoder, which computes a fixed dimensional vector from a speech signal,

(2) A sequence-to-sequence synthesizer, which predicts a Mel spectrogram from a sequence of grapheme
or phoneme inputs, conditioned on the speaker embedding vector, and

(3) An autoregressive WaveNet vocoder, which converts the spectrogram into time domain waveforms.

It takes a clean audio sample and text from the user as input and produces speech in the exact voice which
was given as input saying the exact text as output.

rZ?:thli; Speaker speaker
waveform Encoder embedding
log-mel
Synthesizer . spectrogram
grapheme or
phoneme ——| Encoder (- concat |~ Attention | Decoder Vocoder — waveform
sequence
Figure 1: Proposed System
Algorithm

Input a small audio sample of the voice we wish to use .

Encode the voice waveform into a fixed dimensional vector representation.

Input a piece of text

Encode the text into a vector representation too.

Combine the two vectors of speech and text and decode them into a Spectrogram

IR e

Use a Vocoder to transform the spectrogram into an audio waveform that we can listen to.

IV. TECHNOLOGY STACK

We describe a neural network- based system for text-to- speech (TTS) synthesis that's suitable to produce
speech audio in the voice of numerous different speakers, including those unseen during training. Our
system consists of three singly trained factors (1) a speaker encoder network, trained on a speaker
verification task using an independent dataset of noisy speech from thousands of speakers without
transcriptions, to produce a fixed-dimensional embedding vector from seconds of reference speech from a
target speaker; (2) a sequence-to- sequence conflation network based on Tacotron 2, which generates a
Mel spectrogram from text, conditioned on the speaker embedding; (3) an bus-accumulative WaveNet-
based vocoder that converts the Mel spectrogram into a sequence of time sphere waveform samples.

We demonstrate that the proposed model is suitable to transfer the knowledge of speaker variability
learned by the discriminatively- trained speaker encoder to the new task, and is suitable to synthesize
natural speech from speakers that weren't seen during training. We quantify the significance of training the
speaker encoder on a large and different speaker set in order to gain the best generalization performance.
Eventually, we show that randomly tested speaker embeddings can be used to synthesize speech in the
voice of new speakers different from those used in training, indicating that the model has learned a high-
quality speaker representation. Following is the detailed description of each individual factors.

1. Speaker Encoder: The voice data from each speaker is encrypted in an embedding generated by a neural
network trained using speaker verification loss. The Speaker verification loss is calculated by predicting
whether two voice samples are from the same user or not.

2. Synthesizer: Synthesizer is the core component of the Text-to-Speech Synthesis. The sequence of
phonemes is taken as inputs to produce a spectrogram of the corresponding text input. Phonemes are tiny
units of a sound of words. Each word gets broken down into the phonemes and sequence input is created for
the model. This model also requires Speaker encodings to support multi-Speaker voices.

3. Vocoder: A sample-by-sample autoregressive WaveNet model is used as a vocoder to invert synthesized
Mel spectrograms emitted by the synthesis network into time-domain waveforms. In this model, Mel
Spectrogram is taken as an input to produce time-domain waveforms.
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Technologies used

1.

PyTorch: PyTorch is an open- source machine learning framework based on the Torch library, used for
operations similar as computer vision and natural language processing, primarily developed by Facebook's
Al Exploration lab (FAIR). It's free and open- source software released under the Modified BSD license.
Although the Python interface is more polished and the primary focus of development, PyTorch also has a
C interface.

Matplotlib: Matplotlib is a comprehensive library for creating static, animated, and interactive
visualizations in Python. Matplotlib makes easy effects easy and hard effects possible. Matplotlib is a
putting up library for the Python programming language and its numerical mathematics extension NumPy.
It provides an object- acquainted API for rooting plots into operations using general- purpose GUI toolkits
like Tkinter, wxPython, Qt, or GTK. There's also a procedural"pylab"interface grounded on a state machine
(like OpenGL), designed to nearly act that of MATLAB, though its use is discouraged. SciPy makes use of
Matplotlib. Pyplot is a Matplotlib module which provides a MATLAB-suchlike interface. Matplotlib is
designed to be as usable as MATLAB, with the capability to use Python, and the advantage of being free
and open- source.

Librosa: Librosa is a python package for music and audio analysis. It provides the structure blocks
necessary to produce music information reclamation systems. Librosa is principally used when we work
with audio data like in music generation (using LSTM’s), Automatic Speech Recognition.

Scikit- Learn: Scikit- learns (formerly scikits.learn and also known as sklearn) is a free software machine
literacy library for the Python programming language. It features colorful bracket, retrogression and
clustering algorithms including support-vector machines, arbitrary timbers, grade boosting, k- means and
DBSCAN, and is designed to interoperate with the Python numerical and scientific libraries NumPy and
SciPy. Scikit- learns is a community trouble and anyone can contribute to it. Colorful associations
likeBooking.com, JP Morgan, Evernote, Inria, AWeber, Spotify and numerous further are using Sklearn .

Pillow: Python Imaging Library is a free and open- source another library for the Python programming
language that adds support for opening, manipulating, and saving numerous different image train formats.
Development of the original design, known as PIL, was discontinued in 2011. Latterly, a successor design
named Pillow branched the PIL repository and added.

NumPy: NumPy is a library for the Python programming language, adding support for large,multi-
dimensional arrays and matrices, along with a large collection of high- ranking accurate functions to operate
on these arrays. The ancestor of NumPy, Numeric, was firstly created by Jim Hugunin with benefactions
from several other inventors. NumPy addresses the slowness problem incompletely by furnishing
multidimensional arrays and functions and drivers that operate efficiently on arrays; using these requires
rewriting some law, substantially inner circles, using NumPy.

Dataset

LibriSpeech: The LibriSpeech corpus is a collection of roughly hours of audiobooks that are a part of the
LibriVox design. Utmost of the audiobooks come from the Project Gutenberg. The training data is resolve
into 3 partitions of 100 hr, 360 hr, and 500 hr sets while the dev and test data are resolve into the’
clean’and’ other’ orders, independently, depending upon how well or challenging Automatic Speech
Recognition systems would perform against. Each of the dev and test sets is around 5 hr in audio length.
This corpus also provides the n-gram language models and the corresponding textbooks excerpted from the
Project Gutenberg books, which contain 803M commemoratives and 977K unique words. LibriSpeech
dataset is SLR12 which is the audio recording of reading English speech. The train format of data is in the
form of FLAC (Free Lossless Audio Codec) without any loss in quality or loss of any original audio data.
It's used in numerous operations similar as speaker recognition and automatic speaker verification.

VoxCeleb: VoxCeleb is an audio-visual dataset conforming of short clips of natural speech, uprooted from
interview vids uploaded to YouTube. VoxCeleb contains speech from speakers gauging a wide range of
different races, accentuations, professions and periods. All speaking face- tracks are captured"in the wild",
with background chatter, horselaugh, lapping speech, pose variation and different lighting conditions. The
dataset consists of two performances, VoxCelebl and VoxCeleb2. Each interpretation has its own train/ test
split. For each we give YouTube URLs, face findings and tracks, audio lines, cropped face vids and speaker
meta-data. There's no imbrication between the two performances.
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VCTK CSTR’s: VCTK Corpus (Centre for Speech Technology Voice Cloning Toolkit) includes speech
data uttered by 109 native speakers of English with colorful accentuations. Each speaker reads out about
400 rulings, utmost of which were named from a review plus the Rainbow Passage and an elicitation
paragraph intended to identify the speaker's accentuation. The review texts were taken from The Herald
(Glasgow), with authorization from Herald & Times Group. Each speaker reads a different set of the review
rulings, where each set was named using a greedy algorithm designed to maximize the contextual and
phonetic content. The Rainbow Passage and elicitation paragraph are the same for all speakers. This corpus
was recorded for the purpose of structure HMM- grounded textbook-to- speech conflation systems,
especially for speaker-adaptive HMM- grounded speech conflation using average voice models trained on
multiple speakers and speaker adaption technologies.

PyQt: PyQt is a Python list of the cross-platform GUI toolkit Qt, enforced as a Python draw- heft. PyQt is
free software developed by the British establishment Riverbank Computing. It's available under
correspondent terms to Qt performances older than4.5; this means a variety of licenses including GNU
General Public License (GPL) and marketable license, but not the GNU Lesser General Public License
(LGPL). PyQt supports Microsoft Windows as well as colorful flavours of UNIX, including Linux and
MacOS (or Darwin).

Testing

Testing is the process of executing a program with the intent of detecting an error. Testing is a critical element
of software quality assurance and presents ultimate review of specification, design and coding. System testing is
an important phase. Testing represents an fascinating anomaly for the software. Therefore, a series of testing are
performed for the proposed system before the system is ready for stoner accepting testing.

A good test case is one that has a high probability of chancing an undiscovered error. A successful test is one

that bares an as undiscovered error.

The primary objective for test case design is to derive a set of tests that has the highest livelihood for expose
defects in the software. To accomplish the objective two different categories of test case design techniques
are used. They are

e White box testing

e Black box testing

System Test Plan
Sr. No. | Test Case Description Expected Result Actual Result Test Case Criteria (P/F)
1 Upload audio sample Audio uploaded Audio uploaded P
successfully successfully successfully
2 Synthesis of vector Embeddings created | Embeddings created P
embeddings successfully successfully
3 Input Text uploaded Input Text uploaded | Input Text uploaded P
successfully successfully successfully
4 Successful synthesis of Mel Spectrogram Mel Spectrogram P
Mel spectrograms synthesized synthesized
successfully successfully
5 Successful Vocoding Vocoded Vocoded P
successfully successfully
6 Successful Audio Audio synthesized Audio synthesized P
synthesis in real-time successfully successfully
7 Lag in audio No lag found in No lag found in P
(Native American audio audio
English audio sample)
8 Lag in audio No lag found in Lag found in audio F
(Indian English audio audio
sample)
9 Successful export of Audio exported Audio exported P
synthesized audio successfully successfully
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Mean Opinion Score

The quality of text-to- speech systems can be effectively assessed only on the base of reliable and valid listening
tests to assess overall system performance. A mean opinion score (MOS) has been the recommended measure of
synthesized speech quality.

The most broadly used direct approach of particular quality evaluation is the order judgment methodology in
which listeners rate the quality of the test signal using a five- point numerical scale, with 5 indicating “
excellent” quality and 1 indicating “ wrong” or * bad” quality. This system is one of the styles recommended by
the IEEE Subcommittee on particular styles as well as by ITU. The measured quality of the test signal is
attained by comprising the scores attained from all listeners. This average score is generally appertained to as
the Mean Opinion Score (MOS).

The MOS test is administered in two phases training and evaluation. In the training phase, listeners hear a set of
reference signals that illustrate the high (excellent), the low (bad) and the middle judgment orders. This phase,
also known as “anchoring phase”, is veritably important as it's demanded to equate the private range of quality
conditions of all listeners. That is, the training phase should in principle equate the “virtuousness” scales of all
listeners to insure, to the extent possible, that what's perceived “good” by one listener is perceived “good” by
the other listeners. A standard set of reference signals need to be used and described when reporting the MOS
scores. In the evaluation phase, subjects hear to the test signal and rate the quality of the signal in terms of the
five quality orders (1-5).

Detailed guidelines and recommendations for administering the MOS test include:

1. Selection of Listening Crew: Different number of listeners is recommended depending on whether the
listeners had extensive experience in assessing sound quality. Minimum number of non-expert listeners
should be 20 and minimum number of expert listeners should be 10. The listeners need to be native
speakers of the language of the speech materials tested, and should not have any hearing impairments.

2. Test Procedure and Duration: Speech material (original and degraded) should be presented in random
order to subjects, and the test session should not last more than 20 minutes without interruption. This step is
necessary to reduce listening fatigue.

3. Choice of Reproduction Device: Headphones are recommended over loudspeakers, since headphone
reproduction is independent of the geometric and acoustic properties of the test room. If loudspeakers are
used, the dimensions and reverberation time of the room need to be reported.

For the above reasons — and due to several other contextual factors influencing the perceived quality in a
subjective test — a MOS value should only be reported if the context in which the values have been collected in
is known and reported as well. MOS values gathered from different contexts and test designs therefore should
not be directly compared. It is not meaningful to directly compare MOS values produced from separate
experiments, unless those experiments were explicitly designed to be compared, and even then, the data should
be statistically analyzed to ensure that such a comparison is valid.

Due to the human tendency to avoid perfect ratings (now reflected in the objective approximations), somewhere
around 4.3 - 4.5 is considered an excellent quality target. On the low end, call or audio quality becomes
unacceptable below a MOS of roughly 3.5.

Rating | Speech Quality Level of distortion
5 Excellent Imperceptible
4 Good Just perceptible, but not annoying
3 Fair Perceptible but slightly annoying
2 Poor Annoying but not objectionable
1 Bad Very annoying and objectionable

V. CONCLUSION AND FUTURE SCOPE
Forge acts as a perfect resolution to various text-to- speech synthesis and voice cloning challenges and surely
has a lot further to offer in incubating this experimental technology.

The scope of Forge tracks down the adaption of different voice replicating results and services used by several
end- user verticals similar as IT & telecommunication, BFSI, educational institutions, healthcare,etc.

The use cases for synthetic media are still arising, but we're seeing a lot of areas where people and associations
can advantage from this technology, some of which we've mentioned then. Voice replicating tools can be useful
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for various degenerative ails like Motor neuron complaint (MND), Amyotrophic side sclerosis (ALS). These
tools can also be helpful for critical operations similar as a laryngectomy, which can lead to the loss of speech.
With the help of a speech-generating tool, a case can hear to his voice, which was replicated from their
preliminarily recorded voice.

In Education, replicating the voices of literal numbers offers new chances for interactive tutoring and dynamic
liar. For illustration, on November 22, 1963 President Kennedy was on his way to give a speech in Dallas when
he was assassinated. We can now hear that speech in his own words using this technology.

The epidemic sparked a surge in content consumption. One of the mediums that availed from this boom was
podcasting, which has grown exponentially year of year and reaching indeed broader, more different cult. In
addition, synthetic voice is formerly being used to help restate content in demand into different languages.
Advertisers seeking voices that reverberate with their target followership, synthetic voices help advertisers
produce further engaging content without having to coordinate as numerous moving pieces similar as trip and
studio time.
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ABSTRACT

Drink and drive is the reason behind most of the deaths, so the Alcohol Detection with Engine Locking Using
Raspberry Pi aims to change that with automated, transparent, noninvasive alcohol safety check in vehicles.
System uses alcohol sensor with raspberry pi along with dc motor to demonstrate as vehicle engine. System
constantly monitors the sensitivity of alcohol sensor for alcohol detection. If driver is drunk, the processor
immediately stops the system ignition by stopping the motor. If alcohol sensor is not giving high alcohol
intensity signals or values, system lets engine run. The raspberry pi processor constantly processes the alcohol
sensor data to check the presence of alcohol and operates a lock on the vehicle engine accordingly. So, by
providing this solution the accidents can be prevent.

Keywords: Alcohol Sensor, DC motor, Ignition, Processor, Raspberry Pi

I. INTRODUCTION

The current scenario shows that the most of the road accidents are occurring due to drink and drive cases. The
drivers who drink alcohol are not in a stable condition and so, rash driving occurs on highway which can be
risky to the lives of the people on road, the driver inclusive. The laws in India are currently prohibiting drivers
to drink and drive so that the fine imposed on them can stop them to drink and drive. Therefore, there is the
need for an alcohol detection system that can function without the restriction of space and time. This project
comes with the solution that, when an alcohol is detected around the sensor, the sensor will send the command
to processor to immediately stop the engine of vehicle. Simultaneously it will also track the location with the
help of GPS module and will send it to Raspberry pi and then the raspberry pi will click the picture of drunk
person and will send all the information to the telegram bot of the registered person. This method is very
effective in not only lifesaving of particular person but the life of others also who are driving nearby the drunk
person. It will also save the loss of vehicle done due to accidents. This application is more useful for those
people who gives their vehicles on rent for driving.

II. LITERATURE SURVEY
[1] L. A. Navarro, M. A. Difio, E. Joson, R. Anacan and R. D. Cruz, "Design of Alcohol Detection System for
Car Users thru Iris Recognition Pattern Using Wavelet Transform," 2016 7thInternational Conference on
Intelligent Systems, Modelling and Simulation (ISMS), Bangkok, 2016, pp. 15-19. The author has put forward a
technique which utilizes GPS and GSM to ascertain alcohol but this technique is very expensive, but the
expenses can be cut off to a great extent. In this project a siren is being used which is most highly economical,
and can keep people in close proximity vigilant.

[2] Mugila.G, Muthulakshmi.M, Santhiya.K, Prof. Dhivya.P- Smart Helmet System Using Alcohol Detection
For Vehicle Protection [International Journal of Innovative Research in Science Engineering and Technology
(JIRTSE) ISSN: 2395-5619, Volume — 2, Issue — 7. July 2016]. Composite health monitoring and sensors
based on infrared is utilized to ascertain alcohol as talked about by writer but the chance of false alarm can't be
avoided in this system, because minute changes in some situations can result in false alarm but in our project
use of required technology makes it more authentic.

[3] Dhivya M and Kathiravan S, Dept. of ECE, Kalaignar Karunanidhi Institute of Technology- Driver
Authentication and Accident-Avoidance System for Vehicles [Smart Computing Review, vol. 5, no.1, February
2015]. To prevent the mishap of drunken driving author have used PIC16F877A microcontroller which is an
outdated system and expensive one also which restrains its use to only certain class of society whereas we are
using Arduino Uno microcontroller which is advanced as well as economical.

[4] Babor, AUDIT: The alcohol use disorders identification Test: Guidelines for use in primary health care.
1992, Geneva, Switzerland: World Health Organization.

Worrying about the drunken driving the author suggests the system to overcome the issue but using mQ?2
alcohol sensor has come flames .MQ?2 alcohol sensor is not authentic and raises the chances of false alarm while
we have used MQ3 which is highly authentic.

[5]1 D. S. a. A. Chowdhury, "A Real Time Embedded System Application for Driver Drowsiness and Alcoholic
Intoxication," International Journal of Engineering Trends and Technology (IJETT), vol. 10, no. 9, Apr 2014.
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There are many works carried out on the driver’s drowsiness detected. A large number of road accidents takes
place due to fatigue of drivers due to alcohol consumption. An embedded system with UNO and open CV is
developed. Where the Alcoholic drivers are detected in real time using the driver’s drowsiness and intoxication,
since large number of road accidents takes place due to alcohol drinking. In computer vision concept is used
which has an alcohol gas sensors combined with the Raspberry pi micro-controller and embedded systems.

[6] J. Dai, J. Teng, X. Bai, Z. Shen and D. Xuan, "Mobile phone based drunk driving detection," 2010 4th
International Conference on Pervasive Computing Technologies for Healthcare, Munich, 2010, pp. 1-8, 2010.
Dai et al. proposed a system to detect and alert dangerous driving triggered by drunk-driving in real-time using
mobile phone. It requires placing the mobile phone alongside accelerometer and orientation sensor in a vehicle.
With the phone, accelerations can be read and compared with the pattern behavior of drunk-driving. Once the
pattern is detected, the mobile will automatically alert the driver or even call police before accident occurs.

[7] N. L. J. J. Jain and C. Busso, "Modeling of Driver Behavior in Real World Scenarios Using Multiple
Noninvasive Sensors," IEEE Transactions on Multimedia, vol. 15, no. 5, pp. 1213 - 1225, 2013. The intentional
accidents have become more in recent years due to the development of new in-vehicle technology. The driver’s
scenario like eye blink is collected and drivers were dictated on how to drive through their mobile phones. It
analyses the behavior of the driver and classifies it and avoids the accidents through the metric obtained.

III. METHODOLOGY

The Alcohol Detection with Engine Locking system helps to reduce the accidents which are occurring due to
drunk driving. MQ-3 sensor detects the presence of the alcohol in the surroundings. The sensor provides the
output on the basis of the concentration of alcohol, if the alcohol concentration is higher the conductivity of
MQ-3 sensor increases which in turn gives the reading to Raspberry pi. If the reading is greater than the
threshold level, Raspberry pi will stop the DC motor. Nodemcu will fetch the location with the help of GPS
module of vehicle and will send it to Raspberry pi. The camera module will click the picture of driver and then
all these details will be sent on the telegram bot of the registered number.
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Fig 1: Flowchart of system
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IV.  RESULTS

If alcoholic person tries command on vehicle, then the alcoholic sensor determines the existing of alcohol and
shut down the vehicle engine and sound alarm by which the nearby people will exchange the seat or can get

alert. We can avoid any kind of loss by using this system. All equipment’s are totally tested and connected as
required thereby giving us the much-needed result as shown in the image below:

Fig 2: Alcohol Detection with Engine Locking System
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Fig 3: GUI of telegram bot
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Fig 4: GUI of Vehicle tracking system

134



International Journal of Advance and Innovative Research ISSN 2394 - 7780
Volume 9, Issue 2 (XX): April - June 2022

V. APPLICATIONS & ADVANTAGES

Applications
“Alcohol detector project” can be used in various vehicles for detecting whether the driver as consumed alcohol
or not.

This can be used in ola & uber as well as other taxis given on rent.
This system can be very helpful for police department also.

Advantages
To prevent accident due to drink and driving.

Easy and efficient to test the presence of alcohol content in the body.
Helpful for police and provides automatic safety system for cars and other vehicles as well.
The alcohol detection with engine locking system proves automatic safety system for cars and other vehicles.

VI. CONCLUSION

We have provided a very effective solution to develop an intelligent system for the vehicles for alcohol
detection. Since sensor has fine sensitivity range around 25 to 500 ppm, it can suit to any vehicle and can easily
be hidden from the suspects. As growing public perception is that vehicle safety is more important, advances in
public safety is gaining acceptance than in the past. The main aim of this system is to control the accidents
causes due to alcohol consumption. This system improves safety of human being. With the help of all the
technologies used in this system many lives can be saved. And hence providing the effective development in the
automobile industry regarding to reduce the accidents cause due to alcohol consumption.

VII. FUTURE SCOPE
We can implement a live fine system so that if driver does the crime, he/she can be fined on the basis of crime.

We can implement heart rate pulse variability to accurately identify the driving behavior of drivers and to assist
them.

We can use GSM module along with the system so that if any incidents occur it will get notified to concern
person or nearby police station.
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ABSTRACT

With the advancement of technology, communication has taken a big step. A number of messenger applications
are designed to exchange data once information online. This data is also very confidential could be in danger of
a security attack. Therefore, it must be protected with certain encryption techniques to keep the information
confidential and away from unauthorized access. In this paper, we propose an efficient cryptography algorithm
based messenger app. Symmetric and asymmetric algorithm is used in this application. This application is more
secure and makes use of private communication between sender and receiver.

Keywords: Cryptography, Encryption, Decryption, AES, DES, RSA, MD5, Secure messenger application.

1. INTRODUCTION

Technology is used in all areas of life, and people are more dependent on smartphone technology that
contains powerful computer processors to exchange information and data. This is due to the necessity of
our multimedia documents to be protected from unauthorized people. Therefore, the daily use of
cryptography in our life greatly increased. The Messaging System is a text or instant messaging service
component of telephone, web or mobile communication systems worldwide. But is it really safe to use? In
public instant messaging systems, messages are sent by from the client to the server and back to the
second client. This data could potentially be seen by an eavesdropper anywhere along its Internet path or
in the network. So at any time information can be passed on to others. For this reason, this project
involves the event of the secure messaging system using cryptographic technology.

Secure messaging is developed to guard sensitive data from unauthorized access. it's confidential and
authenticated exchange by any internet user worldwide. Brute force attacks are made to interrupt the
encryption and that they are growing so faster. These attacks are the most drawbacks of older algorithm.
But with feature this algorithms are going to be replaced by other techniques which will provide better
protection. during this paper we are getting to proposed a secure messaging system that's implemented by
an encryption technique which is more faster, better resistant to attacks, more complex, easy to
encrypt and lots of more advanced security feature included.

2. LITERATURE SURVEYS

* In this paper Rohan Rayarikar [1] introduced a method running on the Android environment that encrypts
messages before being sent by the user over the network allowing the encrypt messages before sending them
over the network. The AES algorithm has been used to encrypt and decrypt data and this method can run on
any mobile running the Android system environment.

* SMS Encryption by using Android Operating System by Asst. Prof. Dr. Jane [2] is based on the RSA
algorithm to encrypt a message and the length of 160 characters and after using the algorithm to encrypt the
message in the Android environment is sent via the recipient's phone number by the sender and the
application is programmed using the language of Java.

* The authors Jayeeta Majumder [3] in this paper used application is based on the AES algorithm to encrypt
SMS message and sending a message encrypted in the Android environment over the network the
application is programmed using the language of Java.

3. PROBLEM STATEMENT

Malicious users are always interested to hack servers and reveal information about users in a certain system
including celebrities and this happens almost every day in the introduction Internet world. Unfortunately, instant
messaging applications are not an exception. There are many mobile chat applications available for users. Many
of these applications claim that they are providing confidentiality, integrity and availability of user’s
information. However, daily hacking news prove that many developers do not consider security as the primary
goal of their applications. On the other hand, governments are keen on tracking their citizens and forcing more
service providers to reveal profiles of their users in the hands of their agents. Furthermore, chat applications
providers misuse information of their users. For example, while many chat applications are free to use, they
equip the application with built-in processes which track every single movement. There must be careful with
what is going to be published on social networks.
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4. PROPOSED METHODLOGY

There are a number of algorithms for performing encryption and decryption. The most successful algorithms
use a key. A key is simply a parameter to the algorithm that allows the encryption and decryption process to
occur. The modern field of key-based cryptographic algorithms can be divided into two classes, such as
symmetric-key cryptography and asymmetric cryptography or publickey cryptography. Symmetric-key
cryptography refers to encryption methods in which both the sender and receiver share the same key. This was
the only kind of encryption publicly known until June 1976. The public-key cryptography is cryptography in
which a pair of keys is used to encrypt and decrypt a message so that it arrives securely. Another cryptographic
algorithm is cryptographic hash function that uses a mathematical transformation to irreversibly “encrypt”
information.

In our application the user first select the one of the algorithm as per the user’s choice. After that it will enter the
text which he is want to encrypting or decrypting it and than set the key. Finally he will get his encrypted text or
decrypted text.

User/Receiver

Ener Text

Encrypted Text/

Decrypted Text

Fig 1: Architectural Diagram

5. ALGORITHM USED

There are a number of algorithms for performing encryption and decryption. The most successful algorithms
use a key. A key is simply a parameter to the algorithm that allows the encryption and decryption process to
occur. The modern field of key-based cryptographic algorithms can be divided into two classes, such as
symmetric-key cryptography and asymmetric cryptography or public key cryptography.

In this project we have used AES, RSA and DES algorithm for encrypting and decrypting the text. We have
provide different user interface for different algorithms. The workings of all above algorithm in this project are
as follows:

Enter the text

Enter Password

Encrypted
Text/Decrypted
Text

Fig 2. Encryption and Decryption of different algorithm
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To use this algorithm is very simple for user. The only need to user enter the text and set the correct password
for encryption and decryption. Then finally he/she will get encrypted text or decrypted text.

We have used MD5 algorithm in this project for making secure password. With this secure password user can
use this for encryption and decryption process. Because MD35 algorithm can not decrypt the text, only it will
encrypt the text through hashing.

Enter the
Password

MD5

Secure Password

Fig 3: Flow of MD5 Algorithm for messenger app

6. IMPLEMENTATION AND RESULTS
Implementation involves the following steps:

Step 1: Algorithms module
In this interface the application is showing different algorithm for encryption and decryption. User can select
any of the algorithms for encrypting and decrypting the text.

Step 2: Key Selection
In this module sender or receiver can set our key and also can change the existing key with the new key.

2:26

Secure Messenger Sot a new password

SAVE

: < e =
Fig 4: Algorithm Module Fig 5: Key Selection
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Step 3: Encryption Module
In this phase sender can enter the text for encryption process and simply by clicking the encryption button after
setting the required key he will get his encrypted text.

Step 4: Decryption Module
In this module the same process will follow as followed in encryption module. In this receiver can enter the
encrypted text or cipher text and by adding required key he can get the original text.

- 2. AG «1 - @ 89% = a2 4G 4 - W 89

Advanced Encryption Advanced Encryption

Entar mes=ago Entcr mcossage

Hello - FKhfOVZXGSCamK70s+XEByw == &4
ENCRYPT DECRYPT ENCRYPT DECRYPT
" n
=enn wESET KEY SEND RESET KEY.
Output Text: Cutput Text:
Iil-;m()\.f::' <G ECRIIKT TS X By w—— I | B0 ’\ 1

- - - I T
Fig 6: Encryption Module Fig 7: Decryption Module

Step 5: Voice Recognition Module
In this module, we have added the feature of voice recognition. If users want to enter long text for encryption
process he can use this feature for entering the text.

Step 6: Send Module
After encrypting the original text sender can send the encrypted text to receiver with the use of this send button.
The user can send encrypted text all the message sending application which are available in sender’s phone.

= FAG @ - B 89% 2:20 " ol A0 o - W BN

Advanced Encryption Co Advanced Encryption

Enter message Enter measage

ENCRYPT DECRYPT ENCRY T DECRY T
m m
SEND RESET KEY RESET KEV
- - - S N
Fig 8: Voice recognition module Fig 9: Send Module

7. CONCLUSION

The main objective of the proposed system is to transfer message in a communication system securely.
Android-based applications for secure messaging have been developed using cryptographic algorithms for the
users to send their message between users on any organization securely. Encryption and decryption of message
are done by using AES, DES and RSA algorithms. Obviously encryption and decryption is one of the best ways
of hiding the meanings of a message from intruders in a network environment.
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The proposed secure messaging can be used in many areas with personal and company-wide sensitive data
exchanges. For example, financial institutions, insurance companies, public services, health organizations and
service providers rely on the protection by Secure Messaging.

The proposed system has been designed and developed with easy integration and modification to take full
advantage of future technologies. There are some limitations in the current system to which solutions will be
provided as a future development; such as, sending encrypted text within this application, so the user don’t have
to send manually through other applications. In future, a public-key encryption scheme will be implanted in this
secure messaging system.
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ABSTRACT

Algorithmic trades (AT) and their activity in the esteem revelation process on the S&P 500 summary
associations are being assessed. Extraction of the association tickers and their individual stock data is being
done. Gotten some answers concerning different Al classifiers and their importance in Algorithmic Trading.
Algorithmic trading act purposely by checking the market for liquidity and deviations of expense from focal
regard. Algorithmic Trading chooses the three fundamental conditions of the securities trade whether to buy,
sell, or hold a stock. Different data controls were done and numerous abilities were made which were mapped
to different names and using classifiers endeavoured to anticipate the three conditions of the securities trade.
Overall, budgetary trade estimate is an extraordinarily confounding system, to control stocks as demonstrated
by your necessities, incorporates cumbersome data of stocks and how these stocks can change their
advancements and by the sum they will climb or down in light of some financial circumstances. Issue is that,
can a Machine foresee these advancements and devise a sort of trading strategy according to the given data
using particular AI models.

Keywords: Stock market; Prediction; Machine learning; Artificial neural network

L. INTRODUCTION

The Stock market check is an exceptionally fascinating errand which joins high substances of how the
budgetary exchange limits, and what unconventionalities can be prompted in a market in light of different
conditions. While a few venders may battle that the market itself is functional, and that if there is new check or
any assortment from the standard in a market it charms it by auditing itself, thusly making no space for
conjectures, while several vendors may battle that on the off chance that the information is orchestrated well, by
then machine can make a sort out of procedure that is persuading can affect high continue exchanging or HFT,
which is just conceivable through Algorithmic Trading Systems or Automated Systems of Trade. Money related
authorities think about the expression, buy low, move high yet this does not give enough setting to settle on
proper Endeavor decisions. Before an investigator places assets into any stock, He should realize how money
market continues. Setting assets into a wonderful stock regardless at a horrible time can have awful results,
while vitality for a common stock at the fortunate time can hold up under focal points. Cash related monetary
pros of today are going toward this issue of trading as they don't for the most part understand concerning which
stocks to buy or which stocks to offer with the authentic objective to get impeccable focal points. Envisioning
whole game plan estimation of the stock is commonly clear than foreseeing on day-to-day premise as the stocks
change rapidly reliably subject toward events.

The answer for this issue requests the utilization of instruments and advances identified with the field of
information mining, design acknowledgment, machine learning and information forecast. The application will
foresee the stock costs for the following exchanging day. The necessities and the usefulness of this application
corresponds it to the class.

II. RELATED WORK

[1] Stock Market Prediction Using Machine Learning Techniques Mehak Usmani, Syed Hasan Adil et al [3]
proposed the main objective of this research is to predict the market performance of Karachi Stock Exchange
(KSE) on day closing using different machine learning techniques. The prediction model uses different
attributes as an input and predicts market as Positive & Negative. The attributes used in the model includes Oil
rates, Gold & Silver rates, Interest rate, Foreign Exchange (FEX) rate, NEWS and social media feed. The old
statistical techniques including Simple Moving Average (SMA) and Autoregressive Integrated Moving Average
(ARIMA) are also used as input. The machine learning techniques including Single Layer Perceptron (SLP),
Multi-Layer Perceptron (MLP), Radial Basis Function (RBF) and Support Vector Machine (SVM) are
compared. All these attributes are studied separately also. The algorithm MLP performed best as compared to
other techniques.

[2] Gursean et al. (2011) describe ANN as one of the best techniques to model the stock market, because it does
not contain standard formulas and may be easily adapted to market changes. ANN have the ability to learn by
example and make interpolations and extrapolations of what they learned. The use of ANN in the solution of a
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task initially involves a learning phase, which is when the network extracts the patterns, thereby creating a
specific representation of the problem (Braga, Carvalho, & Luderman, 2007). The first model for prediction of
stock price based on ANN was developed by White (1988). The author used a feed forward network to detect
unknown regularities in stock price changes. The goal was to analyse the daily returns of IBM stock in order to
test the efficient market theory, proposed by Fama (1970), which states that stock prices follow a random walk.
Although he has not obtained good predictive results, the research stressed the potential for such analysis. Since
then, a large number of researchers have actively participated in the development of predictive models that may
be reliably applied in the stock market.

[3] Stock Market prediction has been one of the more active research areas in the past, given the obvious
interest of a lot of major companies. In this research several machine learning techniques have been applied to
varying degrees of success. However, stock forecasting is still severely limited due to its non-stationary,
seasonal and in general unpredictable nature. Stock Market Prediction Using Hidden Markov Models Aditya
Gupta, Non-Student Member, IEEE and Bhuwan Dhingra, Non-Student member, IEEE T Predicting forecasts
from just the previous stock data is an even more challenging task since it ignores several outlying factors (such
as the state of the company, economic conditions ownership etc.)

III. EXISITING SYSTEM

Money related trade judgment making is a strengthening and difficult errand of fiscal data guess. Figure about
securities trade with high exactness improvement return advantage for examiners of the stocks. In perspective
on the snare of budgetary trade financial data, expansion of productive models for forecast conclusion is very
difficult, and it must be precise. This consider attempted to make models for guess of the securities trade and to
pick whether to buy/hold the stock using data mining and Al techniques. The Al framework like Naive Bayes,
k-Nearest Neighbors (k-NN), Support Vector Machine (SVM), Artificial Neural Network (ANN) and Random
Forest has been used for progressing of gauge model. Particular pointers are resolved from the stock prices set
up on timetable data and it is used as commitments of the proposed guess models. Ten years of securities trade
data has been used for sign gauge of stock. Based on the instructive accumulation, these models can make
buy/hold signal for monetary trade as a yield. The rule target of this errand is to deliver yield signal(buy/hold)
as per customers essential like mean be contributed, time term of endeavour, least advantage, most prominent
hardship, using data mining and Al frameworks.

Compared to the existing work, this project analyses the stocks trading decisions utilizing the technical conduct
of the trading patterns within the context of the changeable economic and business environment.

The objective function is to maximize medium to longer term profits based on S&P500 stock market index. The
inputs are the technical pointers data and the economic indicators data. Three models (neural network, soft max
logistic regression, decision forest) are then used to predict the buy/sell decisions.

IV. PROPOSED SYSTEM

As debated overhead stock market forecast is a huge subject and has a lot parts on which we can investigation
upon, but one object all models have in common is their check on correctness of how well the model's practical
can fit to a given dataset and is it identical the results and forecasting correctly or not. Still each model has a few
effects in common, they all need a list of companies of any stock exchange to forecast upon the three basic
situations of market buy, hold, and sell and to do this the stock market data for each company against their
tickers was stored in machine (to avoid larger accessing time) and data manipulations were performed in order
to prepare the dataset for additional machine learning classifiers which will ultimately forecast the marks and
deliver the output.

V. METHODOLOGY OF BUILDING A PREDICT MODEL
General steps of building and predicting the value by using Long Stort Term Model in the Neural Works
Predict.

1. Building a Predict Model: To make predictions from data if target outputs can be any value in a Continuous
range of numeric values or a discrete ordered range of numeric values.

2. Selection of model: Long Stort Term Model (LSTM) is selected to predict the stock value.
3. LSTM Input training data

4. LSTM Output training data

5. LSTM Training data characteristics

6. LSTM Network parameters

142




International Journal of Advance and Innovative Research ISSN 2394 - 7780
Volume 9, Issue 2 (XX): April - June 2022

7. Reviewing parameters and training the model
8. Saving the model

9. Training statistics

10. Testing a predict model

11. Specifying data sets for testing

12. Interpreting test results

13. Running a LSTM predict model

VL. RESULTS

As it can be grasped in the figure given underneath, one side it demonstrations the forecast counter spread of the
company future prices, and additional figure demonstrations the graph of the company at that particular time of
year in terms to the forecast and it can be detected that much of the outcomes are precise. As it can be perceived
that the data spread is habitually saying buy the stock, it can be incorrect on the hold condition because the
teaching data will never be perfectly stable ever, so supposedly if the model forecast buy then this would be
1722 correct out of 4527 which is still good and a better score than it attained, and it still is getting the above
accuracy mark of 33% which is decent in a stock market analysis. Many situations will static be there which
machines can miss out, supposedly this has circumstances to buy, sell, hold and sometimes the model can be
penalised, say the model predictable a 2% rise in the following seven days, but the growth only went up to 1.5%
and departed 2% the next day, then the model will forecast (buy, hold) rendering to the 1.5% rise in the seven
days and give the predictable spread.

A model can also be penalised if supposedly the growth went 2% up and then suddenly falls 2% short the next
day, this sort of outcomes in real trading would be thoughtful and same goes for the classical of it turns out to be
highly precise. Now observing at the spread and the graph of the company notice around the era of 2017 the
company was growing in the market so therefore there were actually more buys, which rapidly fallen in 2018,
but the data we mined was till 31, December 2017 and it displays that at the starting of the year it had lot of
buys, hence 1722 out of 4527 which speedily was sold just in a tiny time hence a lot of sells more than the
holds, giving 1424 out 4527, the model may not be perfectly accurate but has a very close range of decisions
which can be accepted in real trading or using algorithms to trade.

Closing Price vs Time Chart
[

Fig 3 :( B)

In Fig 3(A) &3(B) shows the prediction graph using neural network. The data is of Tata Motors whereas in fig
3(A) shows the opening price from the Jan 2010 till Jan 2020. And the fig 3(B) shows the closing price of Tata
Motors.
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VII. CONCLUSION

Hereby, it can be proposed that no trading algorithm can be 100% effective, not only 100%, it will typically
never be close to 70% but to attain even an accuracy of 40% or 35% is still good sufficient to get a good
forecast spread. Although extreme attained accurateness was 39%, it was still able to closely forecast the
predictable outcome and have coordinated against the company graph. To make our expectation more efficient,
it can be done by including bulky data sets that have millions of entries and could train the machine more
powerfully. Different activities of stocks can lead to diverse raises or lows in the forecast price, use these
movements to magistrate whether a company should be traded in or not. No training Data can ever be stable,
hence there are always some unevenness which can be seen in the above data spread, but to still forecast close
to a consequence will also lead to a good approach if it has greater than 33% accuracy. While developing a
strategy trader should always think to always have nominal imbalance while still being above 33% accurate.

It can also be determined that in a stock market, there is probable that some companies might not be associated
at all, and mostly can be associated to each other, and can help justice movements of stock accordingly, we can
scale affairs and see how much in percentages they are correlated. Including gigantic data sets, to increase more
effectiveness, and in data set if had nan values in tables, because of two simple reasons either a specific
company was not opened during that time of year, or the data is not readily obtainable, in both the cases replace
the null values with 0, which is that trader might want to change while developing a trading tactic.

Furthermore, there can be back testing of the trading strategy, using zip line and Quantarian a python platform
for testing trading strategies and can see how well can a model fit into some random data of stock, and can the
model from this random data of stock develop relations and correlations, and predict on terms of change.
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ABSTRACT

In today's generation, most people are using technology for leading their lives and fulfillingtheir daily needs. In
this generation, most of us using E- commerce websites for shopping for clothes, groceries, and electronics. We
have developed one E-commerce websites by using MERN stack technology as it contains MongoDB,
Express.JS framework, React.JS library, Node.JS platform. This site is fully functional with different views for
user and admin and it also has integratedwith payment gateway for checkout. By using this website, we can buy
different types of electronic products and we can choose different styles of electronic products based upon
customerinterests. In this project, we can add different products and can delete them also. We have developed
administrative functions for the website such as create a product, createcategories, Admin dashboard, manage
products, Manage categories. For customers, they can quickly add their items to the cart. Based on the items in
the cart then the bill gets generate and the customer can pay by using stripe. MERN stack is a collection of
technologies that enables faster application development. It is used by developers worldwide. The main purpose
of using MERN stack is to develop apps using JavaScript only. This is because the four technologies that make
up the technology stack are all JS- based.

1. INTRODUCTION

The goal of this work is to build a simple E-Commerce website using MERN stack(MongoDB, Express, React
and Node) where users can add items, pay and order. Ecommerce, also known as electronic commerce or
internet commerce, refers to the buying and selling of goods or services using the internet, and the transfer of
money and data to execute these transactions. Ecommerce is often used to refer to the sale of physical products
online, but it can also describe any kind of commercial transaction that is facilitated through the internet.
Whereas e-business refers to all aspects of operating an online business, ecommerce refers specifically to the
transaction of goodsand services. In online shopping customers can select a wide range of products based upon
their interests and their price also, one can compare prices also from one store to another by using online
shopping. By encountering the all problems and weaknesses of the offline shopping system, creating an E-
commerce web application is necessary for searching and shopping in each shop. These days we have seen so
many e-commerce websites are createdlike Flipkart, Amazon, Myntra one can easily buy their necessary
products by using these websites. By using these types of websites one can buytheir products by staying in their
home. Eventually, we can see the difference between the prices of products also effective and powerful web
applications. We aim to make a working e-commerce website where everything functions correctly. So, the
features we would be having in the application that we would be building are:-Authentication using JSON Web
Tokens (JWT).Option to add, edit, view and delete all the items in our store. Option to add items or remove
items from the cart. Display the total bill of the cart and update it as soon as the cart is updated by the user.
Using Local Storage to store the JWT so that we only allow logged-in users to buy items. Option to pay and
checkout thus creating order and emptying the cart. So, these are the basic features we would have in our
application.

2. MOTIVATION

Study on ecommerce shopping and shoppers, mostly in the American continent, the European continent,
Australia, and some parts of Russia have indicated various motivations behind the rising trends of ecommerce
among the masses. However, the following are the most common and widely acceptable reasons behind the
motivations for online shopping.

Low Price: Investment in online business is low compared to a brick-and-mortar store. Therefore, ecommerce
can offer cheaper rates with other additional advantages that ultimately lures the shoppers to go online for
various shopping needs.

Wide Selection Options: Ecommerce customers can surf the various stores for a wide range of products to
make a better choice.

Convenience: Online shopping eliminates traveling or walking from one shop to another and save time, fuel,
and money on visiting a number of brick stores.

Price Comparison and Bargaining: Due to comparatively low investment in ecommerce and stiff competition
in online businesses, customers can get the best deal and more opportunities for bargaining.
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Free shipping and other incentives: The shipping price is the biggest obstacle after the delay due to shipping
in the way to ecommerce. Therefore, to lure more online customers, ecommerce stores are offering free
shipping on bulk/big volume purchases or big amount of order.

We will be able to introduce new products and services. Also to take advantage of brand name.It will allow us to
enter the global market, also to react to pressure from competitors. To meet customer’s demand. To meet
customer’s demand. It also allows us to increase sales. To reduce transaction costs. To reduce customer
support costs. E-commerce customer motivation boils down to a few key factors: a streamlined shopping
experience, an appropriate number of choices along the way, social proof to boost confidence and the power of
a compelling discount.

3. LITERATURE SURVEY

The problem we are trying to solve is the lack of a platform for developers Alternatives that exist, but the
difference is Jiphy provides all the features such as social media platform, code editor and compiler, social
forum, blog post, and Q&A section on a single platform. Whena user registers to Jiphy, they experience a clean
Ul FAQ sections on how the website works, and a few blog posts to where they can get all the services like
asking about code error, sharingcode snippets, working on a code editor online with different developers in real-
time, creating new connections, and sharing their experience on a social platform everything at one place. There
are a few alternatives that exist, but the difference is Jiphy provides all the featuressuch as social media platform,
code editor and compiler, social forum, blog post, and Q&A section on a single platform. When a user registers
to Jiphy, they experience a clean UI, FAQ sections on how the website works, and a few blog posts to get
started on our website. People can use it as a platform to increase connections or can also use it to work on the
same code basein real-time with multiple developers. We have used MERN stack in web development and
firebase for authentication. We havealso integrated a machine learning model in our code compiler which helps
in auto compilation. Everything is hosted as a separate microservice. The web part is containerized and hosted
on Heroku and the machine learning model is hosted on AWS Saga Maker. The future scope of our project
would be making it open source and asking other developers for their contribution and new ideas a few of them
will be a section for tech news updates and a section for learning chatbots to answer your tech questions.

MERN Stack

4. System Architecture

MERN Stack Architecture

HTML/CSS,
JavaScript,
Bootstrap

Node JS web server
MongoDB

Front-End Development Back-End Development Database Managment

146




International Journal of Advance and Innovative Research ISSN 2394 - 7780
Volume 9, Issue 2 (XX): April - June 2022

Modules Imported

e Mongo DB: This is a free open-source, cross-platform document-oriented database program. Itis classified as
a No SQL database program, which means that data is stored in flexible documents with JSON-based query
language. MongoDB is a source-available cross-platform document-oriented database program. Classified as a
NoSQL database program, MongoDB uses JSON-like documents with optional schemas. MongoDB is
developed by MongoDB Inc. and licensed under the Server Side Public License (SSPL).

e Express JS: This is also a free, open-source software, it can be classified as a web application framework for
Node.js. To be more precise, Express JS is made for developing webapps and APIs. Express is a fast, assertive,
essential and moderate web framework of Node.js. You can assume express as a layer built on the top of the
Node.js that helps manage a server androutes. It provides a robust set of features to develop web and mobile
applications. Let's see some of the core features of Express framework:

It can be used to design single-page, multi-page and hybrid web applications. It allows to setupmiddleware to
respond to HTTP Requests. It defines a routing table which is used to perform different actions based on HTTP
methodand URL. It allows to dynamically render HTML Pages based on passing arguments to templates.

e React JS/Redux: Redux is an open-source JavaScript library for managing and centralizing application state.
React is a JavaScript library for building user interfaces. React is used to buildsingle- page applications. React
allows us to create reusable Ul components. The main objectiveof ReactJS is to develop User Interfaces (UI) that
improves the speed of the apps. It uses virtualDOM (JavaScript object), which improves the performance of the
app. The JavaScript virtual DOM is faster than the regular DOM. We can use ReactJS on the client and server-
side as wellas with other frameworks. It uses component and data patterns that improve readability and helps to
maintain larger apps.

e Node JS: Originally built for Google Chrome and later on open-sourced, Node JS is a cross- platform run-
time JavaScript environment used for executing JavaScript code outside of a browser. Node.js is an open-source
and cross-platform JavaScript runtime environment. It is a popular tool for almost any kind of project! Node.js
runs the V8 JavaScript engine, the core of Google Chrome, outside of the browser. This allows Node.js to be
very performant.

e React Native: React Native is an open-source JavaScript framework, designed for building appson multiple
platforms like iOS, Android, and also web applications, utilizing the very same codebase. It is based on React,
and it brings all its glory to mobile app development. React Native is a JavaScript framework used for
developing a real, native mobile application for iOS and Android. It uses only JavaScript to build a mobile
application. It is like React, which uses nativecomponent rather than using web components as building blocks.

e Expo Go: Expo is an open-source platform for making universal native apps for Android, iOS,and the web
with JavaScript and React. Expo is an open-source platform for making universal native apps that run on
Android, i0S, and the web. It includes a universal runtime and libraries that let you buildnative apps by writing
React and JavaScript. This repository is where the Expo client software is developed, and includes the client
apps, modules, apps, and more. The Expo CLI repository contains the Expo development tools.

5. PROPOSED SYSTEM ARCHITECTURE

The E-commerce Management System has many advantages, compare to traditional store as one can compare
the cost of a product with other e-commerce websites, and if a userdislikes any product he/she can return it.
While we can make use of the current technology toovercome the problem with the existing system. The E-
commerce Management System companies can use a flying robot, so when a user places an order, the company
will send theproduct through the robot. The robot will find the user by using the GPS, and in this way, wecan
reduce the time to deliver a product. While before sending a product the e-commerce company will check the
product that it is same or not with the requested order.

6. METHODOLOGY
This system works using various modules listed below. Refer fig. 1.0 given below shows various modules in the
system and the relationship that exists between them.

1. User - This module of the system describes the different views the system will provide. As shown in there
will be two views. They are:

a) Registered User - This view will be provided by the system to the authenticated user who has successfully
registered into the system. Only the registered user will be allowed to experience further functionality (i.e to
access the products buy them place order and other stuffs.) of the system. Moreover registered user can also use
different services provided by our Web App and Mobile Application.

147




International Journal of Advance and Innovative Research ISSN 2394 - 7780
Volume 9, Issue 2 (XX): April - June 2022

b) Guest User - This view will be provided by the system to the guest user. Guest user can view add to cart
functionality, but cannot use other important functionality of the system.

2. Authentication — This module deals with authenticating and verifying whether the user is registered user or
not. The user gets to user other privileges once successfully authenticated.

3. Logged in User— This module of the system deals with taking inputs from the user. The users have to enter
their credentials type they want along with some basic user information like delivery address PayPal credentials
etc.

4. Payment Types: Can select the payment types COD or PayPal account or Card Payment.

5. Placed Order: Order has been placed and the user will get updated when the admin will update from its side
after confirmation from the PayPal account of the company.

6. Admin Privileges: Admin will add, update and delete products. Admin has the access to view user profile
and update order to deliver if amount is successfully paid.

Add Category  [=——

Buy Product and
Add to Cart

Manage Order

No
1 Manage Payment
Yes - Check Feedback
Online Pay Cash on Delivery -
eports

Order Placed ]

NI

IR

7. FUTURE SCOPE

Working in the MERN stack delivers powerful results simply and efficiently. Knowingyour way around the stack
is an important skill set since building and deploying solid MERNapps is likely to gain importance in the future.
These days, MERN Stack is used extensively since everything is done in JavaScript. Asyou know, JavaScript is
everywhere. It is used both on the front- end and back-end side. Because of this, there’s no need for context
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switching. Tech stack that utilize multiple coding languages, force developers to figure out how tomix them
together. Since MRN is JavaScript-based, developers only need to master a single coding an gauge, which
makes things a million times easier. Node.js was built on Chrome’s JavaScript runtime to make it more
conducive to building fast-operating network applications with easy scalability. The platform operates using a no
blocking, event-driven I/O model that is incredibly efficient. Node.js’s efficiency and simplicity make it an
ideal platform for real-time sites running across distributed devices, especially those with intense data
requirements. But Node.js hasfar more potential in conjunction with the MERN stack.

8. CONCLUSION

The main theme is to build an e-commerce electronic gadget selling websites with allthree i.e., Front end, Back
end, and Database. This website is a fully pledged working websites right from the login authentication, admin
authorization, add items to cart, using payment gateway. It can be used by any textile industry on either a small
scale or a larger scale. The websites is easy for them to access and without any effort categories can be created
and products can be added by them. It will be very attractive for the customer to see the products by sitting at
home or office. It will be very helpful for the small-scale industries without selling to wholesales, large retails
mediators they can directly sell to thecustomer by saving money for both.
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ABSTRACT
One of the foremost involved issues of these days is to precisely translate the text gift in a picture to somebody's
clear text. This has been gaining attention of late due to the huge work done by the pc Vision Community.

The most vital idea behind this technology are a few things known as OCR — Optical Character Recognition.
With the assistance of the OCR, we are able to search and acknowledge the text in electronic documents and
might simply convert them into human clear text. It converts electronic documents’ text into connected
grapheme.

Document segmentation and Translation square measure one among the key areas in pattern recognition and
tongue process. This paper presents details concerning translation in terms of an online application that
accepts image associated pdf document as an input, wherever input document could be a user outline image file
containing text in any language offered within the Python-tesseract library and will its actual translation in any
supported languages victimisation Google Translator. Python script and numerous libraries square measure
accustomed approach numerous challenges in segmentation and translation of a document.

And on-line Notes Portal permits student to share their Notes and Documents while not sharing their non-
public info.

It will conjointly permit student to invite the notes that they're needed of on-line Notes Portal has its own info
for storing the information files and knowledge recording the notes and student.

Keywords: Online Notes Upload, Download, OCR, Admin panel.

1. INTRODUCTION
Online Notes Portal and OCR may be a web-based application that permits student and school to share notes
and documents concerning the topics and lectures.

In several schools their square measure therefore me students square measure introvert they merely can’t raise
anyone for notes and facilitate so we tend to making a poral which will have all reasonably notes for as long as
college desires. It conjointly takes Queries from students if any student desires any reasonably special notes for
the study, they merely simply enkindle it mistreatment question page on internet application.

It conjointly has OCR feature if any student desires to grab data the knowledge the data from pictures and pdf
and edit that information as doc, they will do this by mistreatment OCR.

OCR signify Optical Character Recognition. it's a mechanism which will convert text in AN electrical document
or a scanned writing into human decipherable text. It scans the text of the image character-by-character, analysis
the image then converts into the respectable ASCII character Code. Most of the OCR devices have a optical
scanner for scanning the text then Analysis it through the OCR and generating an editable document of the
scanned image.

1.1 BACKGROUND

In today’s world this is problem for many students that they cannot find all notes related to them Study. And also,
many school and college doesn’t have any website and any app related to library and for the notes. In the
Pandemic many colleges and Schools were unable to provide the right kind of books for study for the student.
Because they don’t have any kind of online portal or app for notes and books study were mainly dependent on
google for books and notes.

1.2 PROBLEM DEFINITION

In Current situation several schools don’t have any reasonably IT support or any reasonably online management
for them. they're in the main reliable on google and online services for give books and notes to their student. For
that sort of faculties and college we have a tendency to try to produce an answer for them we have a tendency to
create an internet notes portal for them wherever they'll share notes with one another while not revealing any
one’s identity. There’s a quickly increasing demand for versatile and non-traditional learning and teaching. This
demand is pushing universities and different instructional establishments to supply new ways in which of
achieving best course delivery and scope, like by the increasing giving of on-line and amalgamated courses of
study.
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2. OBJECTIVE

An impediment to the growth and improvement of online university education is that the lack of suitableness of
some courses and course options for online implementation. whereas the content of most ancient courses will be
delivered on-line and learning outcomes will be achieved by adopting equivalents to face-to-face education
approaches, bound courses gift important constraints for delivery on-line. we've got used technology as Django,
Py-Tesseract, OpenCV and SQLite for building this project. Django is one in every of best framework for
handling great amount of knowledge.

3. LITERATURE SURVEY

We have undergone certain research papers based on the Experimental Analysis of Colleges and Schools data
Using Data Mining and found out certain methodology and key findings. During the process, we have also
identified certain research gaps which we can overcome while implementing our project.

Table -1: Literature Review table

S5.No Statements Responses ~N Marginal Percentage
1. SDA 6 T.2%
The usability and expertise in computer DA S 6.0%
ensures the effectiveness in computer N 7 8.4%
mediated learning. A 38 45.8%
SA 27 32.5%
2 SDA (8] 0%
. . . N DA 10 12.0%
Online learning ensures the effectiveness in =
terms of coping up with missed lectures. N 14 16.9%
A 43 S51.8%
SA 16 19.3%
| 3. SDA 1 1.2%
Productivity of students can be enhanced DA 3 3.6%
through online learning to strengthen N 15 18.1%
educational concepts. A 44 53.0%
SA 20 24.1%
| 4. SDA 2 2.4%
. . . - . DA 10 12.0%
Online learning is economic in terms of time
for students and teachers. N 19 22.9%
A 33 39.8%
SA 19 22.9%
| 5. SDA 4 4.8%
IStudents and teachers interaction is weak DA 21 25'3?}
through online learning N 17 20.5%
) A 24 28.9%
SA 17 20.5%
| 6. SDA 3 3.0%
Online learning ensures the effectiveness for DA 13 15.7%
presenting the work in class. N 28 33.7%
A 24 28.9%
SA 15 18.1%
7. SDA 3 3.6%
Quality of teaching and learning can be DA 14 16.9%
increased through Online learning because it N 14 16.9%
integrates various types of media. A 34 41.0%
SA 18 21.7%
| 8. SDA 4 4.8%
Online learning offer maximum engagement DA 14 16.9%
of students. N 18 21.7%
A 36 43.4%
SA 11 13.3%

require or want

greater FLEXIBILITY

want a SAFE LEARNING

environment

of their parents want MORE INVOLVEMENT
WITH CHILD’S EDUCATION

have HEALTH CONCERNS

@m cited BULLYING in a previous school*

3 m attend to pursue the ARTS OR SPORTS*
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Method Description
Optical mark OMR looks for marks in a predefined location. The earliest use
recognition (OMR) of OMR was for paper tape (in 1857) and punchcards

(created in 1890). Nowadays OMR uses an optical scanner
or mark reader to look for the marks in a predefined location
on the questionnaire. OMR can detect the mark but cannot
identify what the mark is, as there is no recognition engine.
OMR is best used for discrete data, with predefined
response categories.

Accuracy rates are typically high (~99.8%), and more accurate
than manual keying (Smith et al. 2007).

OMR employs special paper, special ink, and/or a special input

reader.
Optical character Through the recognition engine, OCR translates scanned
recognition (OCR) printed character images into machine-readable characters

(ASCII). It looks at individual characters rather than whole
words or numerical amounts.

Accuracy rates are ~80% (Smith et al. 2007). It therefore
reduces the cost of data capture processing by reducing the
amount of manual keying.

OCR uses a pattern recognition engine, requiring clear
contrasts between completed responses and the paper

background.
Intelligent character More recently the term ICR has been used to describe the
recognition (ICR) process of interpreting image data, in particular

alphanumeric text. ICR recognizes and converts handwritten
characters to machine-readable characters. ICR is generally
contained as a module of OCR and can provide real-time
recognition accuracy reports.

4. Technology Used
OCR (Optical Character Recognition)

Optical character recognition or optical character reader OCR the electronic or mechanical conversion
of images of typed, handwritten or printed text into machine-encoded text, whether from a scanned document, a
photo of a document, a scene-photo (for example the text on signs and billboards in a landscape photo) or from
subtitle text superimposed on an image.

DJANGO

Django is a high-level Python internet framework that allows speedy development of secure and reparable
websites. designed by toughened developers, Django takes care of a lot of of the effort of internet development,
therefore you'll concentrate on writing your app while not having to reinvent the wheel. it's free and open
supply, features a thriving and active community, nice documentation, and plenty of choices for gratis and paid-
for support.

Django are often (and has been) want to build virtually any style of web site - from content management
systems and wikis, through to social networks and news sites. It will work with any client-side framework, and
might deliver content in virtually any format (including HTML, RSS feeds, JSON, XML, etc).

5. METHODOLOGY

Choose file
img/pdf

/ Choose Language / |

“==lL.|

-
| Translated l
Text/Image |

— SwAs—_ |

ad Mo
|
File
Downloaded

Fig -1: Methodology Diagram for Extracting Text from Images Using OCR
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Fig-2: Block Diagram for extracting text from images

6. RESULT AND DISCUSSION

This project is fundamentally related to use of information technology in Education can change the scenario of
decision making and learning method can yield in a better way. By using the Online Notes student will able to
get study material related to their syllabus and they can also share notes with colleagues. Online Notes Portal
also has OCR (Optical Character Recognition) features by using this feature student will be able to extract text
from images and use it make documents and pdf files. we can browse any image and ask the application to
convert the image text into the required language text.

7. FUTURE SCOPE

The Online Notes Portal will be used as Uploading sharing Notes with student belonging to their colleges and
School. It also can be used as library where different kind of books and notes can be uploaded and student can
download Share and Upload notes

All the Notes will be managed by some Admin in online notes portal admin could be anyone from teacher
faculty all the uploaded Notes will be first verified by the admins than only it will be available for the student.

Student can also use built in OCR feature in Portal for scanning documents and extracting text from them and
use that text makes Notes.

8. CONCLUSIONS

Here we have presented a method to use segmentation and translation together in order to separate a document
in such a way that it will reduce the complexity to understand a document and make that document easily
available in the most understandable form anyone could need. The technology used for Optical Character
Recognition will help to get that document readily converted into the characters which can then be translated to
any language known to Google Translate API. We have shown that any document whose image is available
with us can be read and translated by means of some python scripting and which will ultimately help anyone to
understand it in his/her known language. output from the working web-application.
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ABSTRACT

As the world is so busy, no one like the complexity with any work dealing with numbers. It might be hectic
works. Specially when we have to types numbers for calling, messaging and WhatsApp. The situation creates
panic and confusion on the person who do the task of calling, messaging and WhatsApp. Having Records of the
called numbers is important the feedback after calling too.

Keyword: Calling, Messaging, Tally, Feedback and WhatsApp

L. INTRODUCTION

So, our aim is to develop an android application for marketing purpose. Marketing application provides you
facility to call all the numbers in an excel sheet. Automatically call and hang up after certain duration. It’s
automatically sends SMS to each number and let them know the scheme. This application gives universal
acceptance for offline as well as online commutators.

This application is developed with the objectives of making the system reliable, easier, fast and more
informative. This application will help to managing various types of records such as client’s details,
product/schemes list & easily sell.

One of the main advantages of this Multi-Marketing Caller application is to connect peoples or clients which are
far away from the internet world & provides useful content to them through SMS.

Short Message Services (SMS) is one of the most engaging and cost-efficient ways to engage prospects and
customers. SMS and Call is a very effective marketing tool.

II. LITERATURE SURVEY

Virtual mentoring to enhance persistence essential for secondary and post-secondary students with disability
enrolled in STEM learning (Gregg et al., 2016). Their evidence showed positive results using intentional
frameworks and constructs to help enhance persistence and engagement. Their Research uncovered findings
from the National Science Foundation that indicated that 1 out of 4 students with a disability enrol in a STEM
major (Gregg et al., 2016). In addition, 56% of students with a disability do not report that they have a learning
disability (Newman, et al., 2010). As a result, Gregg et al., (2016) their study reveals that with additional
Assistance via virtual mentoring, students with a disability can increase their confidence as well as their
competencies in areas such as math and science. This virtual program also hoped to reduce some of the barriers
often experienced by the students such as traveling, time constraints and costs.

HIL.TECHNOLOGY USED

1) Android SDK
I) Android Studio as a Developer Environment for our app

II) Its open source

2) Java Language
I) The language that is been used to code N-Market App.

II) It is used in almost devices.

3) Android Device
I) To Install and test the App

II) Android 23+ API

4) XML Language
I) To design the Layout of the N-market app.

ID) It is Extensible mark-up language.

5) WhatsApp API
I) TO connect the App with WhatsApp.

IT) It check the validity of number
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IV. RESULT
The result is shown below. It shows the main view of our N-Market app. It includes Call, Message, WhatsApp
and exit button.

1.

Size of our App is 79kb.

2. No extra module used.

3.

It is freeware.

NMARKET

N-Market

CALL

MESSAGE

WHATSAPP

EXIT

V.CONCLUSION

The Multi-Marketing Caller Application concludes that with combination of knowledge and technology one can
surely find a new innovative way to produce such algorithm or idea from which our society can be converted to
digitally orient. With the point of this application, if this idea can be implemented with full use of technology
used by existing supports one can get benefits of this application which is connected to Peoples which are far
away from internet world to providing useful information through calling and messaging as well as performing
quick way to do selling products.
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ABSTRACT

In these current instances, we heavily rely on social media applications inclusive of facebook, instagram,
twitter, whatsapp, and many others. With these apps getting used every day, people are sharing extra statistics
than ever before. Now-a-days, the news get unfold just in a couple of seconds, with the usage of social media
programs. While absolutely everyone can use it best few can inform the distinction between what they’re
reading is some thing true or something completely fake. In this fast or rapidly developing world we simply
examine the news or watch the information and trust it. The news we study is on some social media utility it
does now not mean that the news must be correct, it can be fake or perhaps half proper. As we understand
social networks are open for everybody and they do no longer verify their consumer or their posts so spreading
faux information and misleading humans is an event which is regularly faced. Fake news may be truly harmful
as they could target an character, organization or political parties. One such example may be the recent
activities where some social media influencers might be bribed to give statements which includes the covid-19
vaccines are useless and can be dangerous for human beings. So, we're creating a gadget to come across
whether or not the news that is provided is real or false, with the help of some Machine Learning Algorithms
and some python libraries Our purpose is to offer the consumer actual or authentic information and allow the
user come to recognise what they may be reading is absolutely actual or not, and additionally take a look at the
authenticity of the web sites.

Keywords: Fake News, Machine Learning, News Detection, Algorithm

1. INTRODUCTION

Fake information is false or deceptive facts provided as information. It often has the purpose of adverse the
reputation of a person or entity, or earning money through advertising and marketing revenue. They frequently
have grammatical mistakes. They are often emotionally colored. They regularly try to affect readers’ opinion on
some topics. Their content isn't constantly true. They regularly use attention in search of phrases and news format
and click baits. They are too properly to be real. Their assets aren't real maximum of the times. Our life now has
turn out to be digital, as we can do most of the things on-line just by means of one click. In this virtual growing
world, using net is increasing. It’s like maximum of our lives depend on such social media programs. So, the use
of those packages we additionally gain maximum quantity of news. The cause defined for this is, traditional
information is more time ingesting. Consuming information from social media structures feels easy due to the
fact we are able to proportion, speak the news via just one click While the use of social media we trust in what
we study, and we even don’t know that the news we read is whether or not correct or fake. We accept as true with
what we see or what we read, and our maximum amount of decisions and reactions rely what we see and study.
So, with the aid of analyzing fake news we may also judge the person or organization.

2. LITERATURE SURVEY

Mykhailo Granik ET. Al. In their paper indicates a simple technique for fake news detection using naive Bayes
classifier. This technique changed into carried out as a software system and examined in opposition to a
information set of Facebook news posts. They have been accumulated from three large Facebook pages every
from the right and from the left, in addition to 3 massive mainstream political news pages (Politico, CNN, ABC
News). They completed classification accuracy of about seventy four%. Classification accuracy for fake news is
barely worse. This can be resulting from the skewness of the dataset: only 4.9% of it is fake information.

Himank Gupta gave a framework primarily based on different gadget studying approach that deals with
numerous issues along with accuracy scarcity, time lag (BotMaker) and excessive processing time to handle
heaps of tweets in 1 sec. Firstly, they have got accrued 400,000 tweets from HSpaml14 dataset. Then they
further symbolize the 150,000 spam tweets and 250,000 non- unsolicited mail tweets. They additionally derived
a few light-weight capabilities along side the Top-30 words which can be supplying maximum facts advantage
from Bag-ofWords model. They have been able to obtain an accuracy of 91.65% and exceeded the present
solution through approximately 18%. Marco.

3. SYSTEM DESIGN
We have created this project for detecting fake news. We chose python programming language as it provides
beneficial tools and capabilities that makes developing web applications less difficult. It offers developer
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flexibility and is extra handy. It will assist taking the input from the user. Once the enter is given to the gadget
the given input records can be passed on for records extraction manner and for this procedure we've TF-IDF
vectorizer. It will rework the textual content to characteristic vectors that may be used as enter to the estimator.
It is used for massive amounts of facts e.g: Tweets, posts, and many others. It will differentiate commonplace
words and new words. After that the facts will go through pre-processing and data extraction using TF-IDF
processor. Then the usage of Logistic Regression, Decision Tree classifier, and Random Forest Classifier the
data can be categorized as actual or fake, and if actual then upto how tons percentage or faux then upto how lots
percent and ultimately the output may be generated and displayed along with its probability percentage.

Collecting the data from
KAGGLE datasource

DATA PREPROCESSING
data cleaning,data
integration and
tokenizing

Analysing Data using
Machine Algorithm.

News Classification | FAKE NEWS

REAL NEWS
Fig — 1: System Flow diagram
4. IMPLEMENTATION

4.1 Data Collection and Analysis
There are two documents, one for actual news and one for fake news (each in English) with a total of 23481
"fake" tweets and 21417 "actual" articles.

4.2 Management of Data

In this section, a collection of understanding (dataset) is accumulated that could be a set of report articles,
memories, information, posts. Once the dataset is gathered, nltk is overseas and corpus is used to perceive a
collection of written or spoken material hold on a PC and acquainted with determine however language is used:
the statistics is explored to set off a much higher facts of its shape and which means so the stopwords are
eliminated.

4.3 Model Training

After the facts is properly explored and managed, the machine learning model is then geared up to be
educated. A appropriate algorithm is chosen to teach the version. In our case, we've used three algorithms:
Logistic Regression, Decision Tree Classifier and Random Forest Classifier.

4.4 Model Assessment

In assessing the model, the output of the model created is measured severally. Accuracy grading of the version
is performed the usage of performance metrics like F1 rating, precision, keep in mind and accuracy charge that
is based on confusion matrix record. Some adjustments are often created some of the model until delight is
carried out in creating the version yield in clever accuracy of output.
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5. RESULTS AND DISCUSSION

On the basis of 3 system mastering algorithms that we used on this project, each set of rules has its own

accuracy percentage while carried out on the dataset. The accuracy in line with the each set of rules
implemented are:

Classifier Accuracy
Logistic Regression 98.8%
Decision Tree Classifier | 99.6%
Random Forest Classifier| 98.9%
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6. CONCLUSION AND FUTURE WORK

“Fake news” is a time period that has come to mean different things to one-of-a-kind humans. At its core, we
are defining “fake information™ as those information stories which are fake; the tale itself is fabricated, with out
a verifiable statistics, sources or fees. Sometimes these memories can be propaganda this is deliberately
designed to deceive the reader. In latest years, fake news memories have proliferated through social media, in
element due to the fact they may be so effortlessly and fast shared on-line. The assignment of classifying news
manually requires in-depth expertise of the domain and understanding to perceive anomalies inside the text. In
this mission, we discussed the trouble of classifying fake information articles using machine mastering models
and ensemble method. The number one purpose of the undertaking is to identify styles in textual content that
differentiate fake articles from authentic information. Fake news detection has many open problems that require
attention of researchers, so that you can lessen the unfold of fake information, identifying key elements
concerned inside the spread of news is an vital step. Graph idea and system studying techniques may be
employed to discover the key resources involved in spread of fake information. Likewise, actual time fake
information identity in videos may be any other possible destiny course. In the destiny, I wish to test out the
proposed method of Naive Bayes classifier, SVM, and semantic analysis, but due to constrained knowledge and
time, this can be a task for thefuture. It is important that we've a few mechanism for detecting fake information,
or a minimum of, an consciousness that no longer everything we examine on social media may be authentic, so
we constantly need to be questioning severely. This manner we will help human beings make more
knowledgeable selections and they may now not be fooled into questioning what others need to manipulate
them into believing.
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MENTOR APPLICATION SYSTEM
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ABSTRACT
Mentor is as individual with expertise who can develop the career of a mentee. This career-related function
establishes the mentor as a coach who provides advice to enhance the mentee's professional performance and
development. Mentors have right to advise students on academic guidance, career advice, and professional
development. Different mentors play various roles which are able to address different developmental needs of
mentees in order to facilitate career progress. Mentoring is one of the most dynamic and traditional
pedagogical tools, holding a great promise in the way of learning in educational technology. The emphasis
should be on motivation and improvement of the students. As a replacement for face-to-face interactions,
Electronic-Mentoring System (E-Mentoring System) uses an asynchronous, electronic medium to establish and
sustain the liaison among the mentors and the proteges in an organization. Mentoring system is a client - server
based model which acts as an interface between mentors and mentees-Mentoring uses a computerized medium
to transfer knowledge and skills from teacher to student. It basically focuses on student and faculty
relationships. E-Mentoring is fundamentally developed to improve the performance of students by assisting
mentors to understand the problems of students more effectively and easily.

Keywords: Web Development, Admin Module, Student Module, Teacher Module, Database, Login.

I. INTRODUCTION

We have created a Mentoring software application which is accessible by both the Mentor(faculty) and the
Mentee(student). The program is effectively designed to be used in the educational sector. The purpose of this
program is mentoring students. This system is built under a runtime environment. While making this program
complete object-oriented programming techniques are used to handle the real-world challenges in the system.
This system contains three users who are admin, mentors and students. This system can be used as an
application for Mentor Information Database to manage the college information and student’s information. The
system is an online application that can be accessed throughout the organization and outside customers as well
with proper login provided. A mentor is an individual with expertise who can help develop the career of a
mentee. A mentor often has two primary functions for the mentee.

The career-related function establishes the mentor as a coach who provides advice to enhance the mentee’s
professional performance and development. The psychosocial function establishes the mentor as a role model
and support system for the mentee. Both functions provide explicit and implicit lessons related to professional
development as well as general work—life balance. The mentoring relationship is inherently flexible and can
vary tremendously in its form and function. The mentoring relationship exists between one individual in need of
developmental guidance and another individual who is both capable and willing to provide that guidance.

The program allows for current students to impart their knowledge and experiences attending the college, and
enhance their communication and goal setting skills. Mentors have the opportunity to advise students on
academic guidance, career advice, and professional development. Mentors and students will be paired based on
a variety of factors. There will be an expectation for both individuals to engage each other on a regular basis to
ensure the relationship grows and benefits both the student and the professional. Pairs are asked to meet at least
once a month for a formal commitment of 4 months, and we hope to allow each mentoring relationship to
develop in a way that best suits the individuals involved. Mentees often have more than one mentor throughout
their careers. With multiple mentors, a mentee can benefit from different mentors who have a variety of
experiences and skill strengths to share. A developmental network perspective is used to expand our
understanding of mentoring. Different mentors may be able to address different developmental needs of
mentees in order to facilitate career progress

II. LITERATURE SURVEY

We have undergone certain research papers based on the Experimental Analysis of Colleges and Schools data
Using Data Mining and found out certain methodology and key findings. During the process, we have also
identified certain research gaps which we can overcome while implementing our project.

1. E-Mentoring System Application (DOIL: 10.1109/I-SMAC.2018.8653663):
Teaching is most dynamic and traditional pedagogical tool, which holds the great promise in the way of learning
in educational technology thus the aim should be on motivation and improvement of the students. Replacing the
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face- to-face interactions, Electronic-Mentoring System (E-Mentoring System) uses asynchronous, electronic
medium to establish and sustain the liaison among the mentors and proteges in an organization. E- mentoring
system is a client-server-based model which acts as an interface between mentors and mentees. The focus in
mentoring program is on fostering and developing a positive relationship between mentors and student.

2 A Research and Mentoring Program for UG Women in Computer Science (DOI: 10.1109/
FIE.2004.1408747): It includes multi-faceted mentoring, community building activities, and a research
program with significant educational components. The research component gives women an opportunity to
work in research teams under the direction of a female faculty member who serves as role model. While
there are other programs that allow students to work with female faculty on their research, this research
program was designed to develop female students. The research team presents its research at an appropriate
conference each year. The team members also reach out to other students by participating in recruiting
activities and presenting their research to high school students at local career days.

3. Implementation of Mentoring System in College for Smooth Transition to work (DOI:10.1109/
ICL.2015.7318202): Developing and securing excellent human resources under both of the internal and
external environmental changes today are a key deciding factor of the national competitiveness. However,
due to the poor vocational training or career guidance services in college, the colleges have not been playing
the role in the transition to the professional world for their students, who consequently cannot meet the
industrial demand. In this study, the active support to help college students transferring to the professional
world through mentoring was considered, and the needs analysis and system implementation were performed
to find an effective way to support such service by implementing this as an online system.

4. Implementation of Mentoring System Using J2EE Architecture: E-Mentoring (DOI: 978-1-5090-5240-
0/16): Mentoring is a traditional method of transferring knowledge and skills from an established
professional in an organization to an inexperienced member in the field. Education sector has found
mentoring as quite effective tool since long back and with the advent of new technologies, comes an idea of
online mentoring, which is also referred to as e-mentoring. Instead of face-to-face meetings, Online
Mentoring System (OMS) uses asynchronous, electronic communications to establish and support the
relationship between mentor and the student using virtual mode. E-Mentoring uses electronic medium to
transfer knowledge and skills from mentor to student. It primarily focuses on student and faculty
relationship. Online Mentoring System is a Client-Server model, which acts as an Interface between Mentor
and student. OMS strives to reduce the work load of students in entering their details and at the same time
enable the Mentors to assess their students more efficiently.

5. MENTORIing Affectively the Student to Enhance his Learning (DOI: 10.1109/ICALT.2009.205): In this paper
a Web-based adaptive educational system to support personalized distance learning, which is named
MENTOR is presented. The main purpose of MENTOR is to support learner Silas actions during the learning
process in an effective way. To achieve this MENTOR incorporates an affective module which enhances the
traditional learning practices with an affective dimension. The affective module makes use of an ontological
approach in combination with the Bayesian network model in order to provide learner with the properly
affective guidance. In this way the foremost goal of MENTOR, which is to supply the learner with a
personalized and emotional awareness learning environment, is achieved.

6. Implementation of Mentoring System in College for Smooth Transition to Work (DOI:10.1109/
ICL.2015.7318202): Developing and securing excellent human resources under both of the internal and
external environmental changes today are a key deciding factor of the national competitiveness. However,
due to the poor vocational training or career guidance services in college, the colleges have not been playing
the role in the transition to the professional world for their students, who consequently cannot meet the
industrial demand. In this study, the active support to help college students transferring to the professional
world through mentoring was considered, and the needs analysis and system implementation were performed
to find an effective way to support such service by implementing this as an online system

III. DESIGN AND IMPLEMENTATION

The users would be highly authenticated as well as can be verified through their google account. Any kind of
Data should not be leaked from within the application. Any user without sufficient privileges should not be able
to access important data. Firebase Security Rules stand between your data and malicious users. We can write
Simple or complex rules that’ll protect our app's data to the level of granularity that the application requires.

In this section, we will discuss how the Mentor Application System is developed. This system is built under a
runtime environment using complete object-oriented programming techniques to handle the real-world
challenges in the system. This system contains three users who are admin, mentors and students
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ALGORITHM:-
The application starts with a home page

Home page contain Login button.
The application starts with Admin/Student/Mentee Login.
If the user is new, then admin will register the Student or Mentor using registration page.

Once Admin has entered the valid credential and details, he will share the credentials with the mentor or
mentee.

After review page, the mentor or mentee login using that credentials and will be directed to Dashboard
Dash board is where user can choose to update information if gets wrong or review the Data review page.
If the user is existing user, then they will be directed to the dash board.

Step 6 again for all the users i.e., Mentor and Students.

10. This loop can only be close if user decide to click on log out button in the dashboard.

IV.RESULTS

Admin module: The administrator has the only power to add a student or a student’s group, the addition of
the faculty can only be done by the admin. The messaging system for the admin can support only the
faculties, no students can message to the admin, and the message is secure.
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Admin Dashboard Logosdt

Personal Info

Figure .03:- Admin dashboard

*  Mentor Module

The mentor module has the capabilities that they can track the student’s attendance, marks, progress reports, UT
marks, IA marks, etc. Apart from the admin, the mentors can also post the circulars for all the students and the
notifications for their allotted mentees.

Admin Dashboard Logm

Teachers Info

Figure 4:- Teacher Registration

* Student Module: The message/chatting facility for the students that is only with their mentors. The student
module has the capabilities only for viewing the details about their marks, attendance, notices / circulars and
their progress reports. Another feature that is enabled for the students to add or update their profile. There is
also a one-time edit feature of the personal details of the students.

Student Dashboard (4]

Achsvamants 0
MNa dals avislabis

Internships 0
N dals availabie

Extra Cirsiculars [

M3 dats availabie

Figure 5:- Student Dashboard

V. CONCLUSION
In our application mentees are given more priority and freedom to select the mentor based on their area or
interest and knowledge. This application can help the mentee and mentors to automate their normal workflows.
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This system will be feasible for institutional/College use through the web interface and is secure to use. A mentor
can conduct meetings by informing the students through this application and post their result